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Green data centers are not keys to solving the total environmental problem

= Estimate that data centers account for 1.2% of the total electricity consumed in the U.S. (equivalent to that used by TVs),
and 0.8% worldwide in 2005

BUT Green Data Centers are necessary to meet business demands AND deliver considerable
environmental impact
= Provide the compute capacity for larger sustainability initiatives (e.g., online collaboration)

= Offer key opportunities for carbon neutral savings
= Typical data centers use 10-15 times the electricity of a typical office building on a square foot basis
= Data center electricity use is comparable to that of manufacturing industries

Industry (North American Industry Classification Electricity use (billion
System Code) kWh/year)
. Chemical manufacturing (325) 151
I[Da?a_Cer]:ters] Canl u?fe 1Ob0 Fllg_]es the Primary metal manufacturing (331) 137
e ectr|C|ty ora typlca o1rice bulding on a Food manufacturing (311) 79
square foot basis. Energy costs of $1 _
million per month are not uncommon in Paper manufacturing (322) &
|arge data centers that require megawatts Plastics and rubber products manufacturing (326) 66 U.S. Servers &
of el ectricity." Transportation equipment manufacturing (336) 58 - tl)jiililti?) r?i\r}\tlﬁ;jear
—William Tschudi, Lawrence Berkeley Lab Fabricated metal product manufacturing (332) 53
principal investigator .
Petroleum and coal products manufacturing (324) 49
Nonmetallic metal products manufacturing (327) 46

Computer and electronic product manufacturing (334) 35

Source: U.S. Census Bureau 2006 via EPA report
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Either way you look/at it, the value propqsﬂlon of the Green Dal
Centqr IS clear

Business 1 Stay out of the red by being green

angle

Reduces day-to-day operations costs
= Unchecked energy consumption will grow to up to 50% of the IT budget

Prolongs the lifespan of existing data centers

= Intelligent refresh extends the lifespan of the existing data center. Build out a new data center costs
$1000/sq ft and takes years, refreshing a data center requires only a fraction

Takes advantage of pricing incentives, tax breaks, and rebates offered by
utilities, insurance companies, and governments
= PG&E reimburses up to 50% of the costs of server consolidation projects, up to $4M/customer

= In 2005, the Insurance industry paid a record $57B in weather-related losses leading to Industry calls to
curb Greenhouse Gas Emissions (e.g., Fireman’s Fund provides insurance incentives for green buildings)

Prepares for regulation and certification
= Power use: Energy star certification and regulation likely to follow EPA study
Green = Waste stream management: WEEE and RoHS are European directives that restricts electronic waste

angle Bestows benefits for being a good corporate citizen
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The Solution: Changing. the way we méet IT

demands "

Beyond the reduction delivered by facilities and technology, other data-center
related initiatives can and should be explored

Smart Redundancy The goal is to reduce cost and carbon

Examines how availability and continuity of /
service is provided and drives out
‘redundancy on redundancy”

A
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Further reduction from
business and operations
Intelligent Refresh ' solutions

Compute Models

Intelligent Refresh

Looks to extend the infrastructure refresh
cycle and ensures intelligent and
sustainable approaches to procurement
and disposal are used

Smart Redundancy

Business &
Operations

Operations Transformation

Consolidation and Virtualization

Infrastructure Optimisation ; Reduction from
. facilities and

" technology

Facility Efficiency

With up to 40% of energy not going to
powering IT equipment, improving
efficiency of cooling, power delivery and

infrastructure can bring benefits < >
Scale of today’s Energy use

Facilities and Cooling Efficiency
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Green Power
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enval ron ment

Rather than looking at individual initiatives, the Accenture Green IT Agenda takes a
holistic view of the environmental footprint across an organisation’s IT and highlights

areas where action may be taken.

Procurement
The processes by which an \ The way the IT organization interacts
organization purchases A with the local, regional and global
equipment, supplies and community
services (a

Office Environment =y’ a@e® Working Practices

Conce_rne_d with t_he way an
organisations IT is run including
locations, process and structure

End user compute devices
including desktops, laptops,
printers and mobile devices

Data Center

An organizations share compute capabilities
including servers, storage and network
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Accenture is the only one of 12 providers that is listed as providing a "full
capability” in every capability from assessment, planning and implementation
Source: Forrester, “The Dawn of Green IT Services,” March 2008

Vision-to-value

S+ 30 Daws

e = p Auds Las® _
Green Maturity Data Center Data Center & Data Center Data Center
Model Forecast Workplace Dashboard & Analytics

& PoVs Estimators Smart Building




Why I\/_Ieasure?

"While metering alone does not save energy, the information from the meters,
when acted on, can result in significant reductions — typically 5 to 15 percent"”

Jean Lupinacci, Director, Commercial and Industrial Branch of Energy Star®
U.S. Environmental Protection Agency (EPA)

Copyright © 2009 Accenture. All rights reserved. Slide 8
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Measurement and “Monitoring

Y you should doit '\

= Efficiency
= Cost-takeout
y ,K = Increased Reliability
- = Scalability
REAWERD Ciost = Capacity Management

= Growing your business while minimizing
data center expansion

Operational Intelligence
= Retrofit vs. build new data centers
= Prioritizing projects
= Situational Awareness
Multi-site Management
Optimize Operations = Tracking your global carbon footprint
= PUE or DCIE computation




Measurement and Monitoring

K

Why you have to d}lt

“Green credentials”
- Utility rebates

- Carbon credits

- Smart Grid or Demand Response
Initiatives
- Impact from economic stimulus bill

Annual OpEXx cost per 1,000 servers could be as
much as $800,000 to $1.6 milliont

Provable Results

1Predictions are that a carbon tax equivalent to $200 to $400 per ton will be required to force rapid and
fundamental changes in US energy consumption behavior. The annual OpEXx cost per 1,000 servers could be
significantly higher than $200,000 (i.e., as much as $800,000 to $1.6 million). — Uptime Institute
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Apply Inputs to
tool

Data Center
Estimator

Brim (o] 88— e e |

Align real-time metrics back to
strategic roadmap

Data Center
Dashboard

& Shared Documents - San Jose - Windows Internet Explorer

B E]x]

@T\:} ~ |i2] himjchigessnn1/sharedeznbocumens/San% 2030se. aspx

EEE]

|25

& -

ke [gshared Cocuments - San Jose Iil

B - B @ - [2hPage - (G Tooks -

Techlab > Shared Documents > San Jose

>
accenture

Links - @ Data Center Statistics

World Map
San Jose

Recent Events
lectrical Use
Blectrical Cost
Carbon Output
T Equipment
Fadiities

Rack PDUs |
Upss 1672008 1:04:16 AM
Dats Center Layouts
& Rack C-17 Layout
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@ Add new link @ Time Range Settings

14
lebic Tons CORlyear

40954 Day(s) 902112009 15709 PM

Real Tima Carban O

Start Time [=.1

|5 EndTime (=43, |

(0] [« [»]

@ Accenture Contact ~
Accenture @ Data Center KPT's

Brian Leong Descriptor

Projected Carbon Output
Real Time Carben Qutput

Facilities Contacts
Glenn Moffett
IT Contact
Jacob Wenegrat @ Power Capacity

45

= 46673 kW,

Value EngineeringUnits
51 Metric Tons CO2/year
25.814 Metric Tons CO2/year

@ IT Equipment Load ~ @ Total Fadilities Power

o U

Real Time Electrical Use = 2 5458 Real Time Electrical Use = 0.4033
[ ww,

Green Dashboard

~ @@ Data Center Navigation Tree -
-{Fy Data Center

[y Carbon Output

[y Electrical Cost

[y Electrical Use

L[y PuE

@ PuE M

PUE = 1.8058 ;

@ Average Data Center Temperature ~

=26C;

4 Local intranet H100% v
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High Level Techndlagy Components «

Database External Data Sources Presentation Layer
h @ Browser Based
App
IT equipment  Rack PDUs Facilities Infrastructure {Q’\ Q
.| Data Collector Qw‘\f gJ !
1 (PI) < q N \"4 |
l @ osi-. S
Estimator f Stand Alone
Integration _ App with Online/
S y Analytics Offline Modes
A\
accenture \ N
High performance. Delivered. > ' Qﬁ :
3
2
S
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Methodology — Da}i. nter Estimator . |

A structured process will be deployed to support the delivery of the Green
Data Center Estimator.

_ Document Green DC
Conduct Scenario Roadmap
Apply Inputs to tool Planning Workshops

Present

Executiv_ Executive
€ Summary Summary

S 1 N

Generate Baseline Validate Growth Impact Analysis Models
Projections
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Methodology — Da}i.'

A structured process will be deployed to support the delivery of the Data
Center Dashboard as a real-time monitoring solution.

Design Develop

: Analytics

Consolidate Inputs Dashboard y
Launch

Required Inputs ol Dashboard
Dﬁgglar _ Launch
Deployme

nt
Develop Graph|cal Execute Testing

Dashboard Display

14
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VAN ,
Dashboard Pilot. . *

et in,West Germ

Proof of Concept: Data Gent

Objectives
= Cost Takeout

= Increase operational intelligence
Landscape

= Accenture owned and operated

= Production

= Current Capacity: 500 kW data center
150 racks with 500 physical servers

= Modular design: 16 cells with 2 additional
network distributor rooms

= IT monitoring at the PDU level

= Power and cooling data by M-bus system
Siemens Desigo Insight for BMS data
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Dashboard Pilot =4

Pain points
= Lack of transparency

No correlation between the power data being collected and
the Building Management System data

= No centralized view

Neither system provides a real-time view into the power data
but provides historical reports only

= No support for operational efficiency

Need tool-support to analyze and trend the data being
collected to guide future green/data center efficiency
Initiatives
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DC Dashboard Hof Pilot

Architecture
f Legend D

Symbol‘ Description
8  NewServers

1. Data Center
Estimator provides
projection data, which
is stored in the DC
Dashboard Database.

Data Center Estimator

Historical Data
Manual Input Data

ashboard Database

Rack PDUs = ITE
Business

CH

User Interface

Sharepoint Webpart:

Pl Server

M-Bu
pment
etwork

ProcessBook

S

>

DatalLink

Systen

3. The PI server displays
the data in an intuitive
user interface for real-time
monitoring and analysis.

Desigo

N
&
RN
“\6
O%
Q~

Insight

. j Pl Data Collection N
Q
N Building
Management
Network

de

2. The PI Server receives data input
from various sources, including
information from the PI Data Collection
Node on the building management
system. The Data Collection Node and
firewall are in place to maintain the
appropriate level of security between
the Business Network and the Building
Management Network.
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Business Case

Savings opportunity by imb*vi

Incredible Potential Savings Based on the results the Accenture-authored
Forecast real results of 11 green computing
. IT Opportunities - $$$% initiatives covered by 17 case studies

* Optimize operations Data Center Energy Forecast

= |dentify opportunity for consolidation Executive Summary
July 29, 2008

= Scheduling workloads
= Cooling - $$%
= Optimize airflow
= |dentify thresholds and set-points
= Raise temperature

= Power Delivery - $
= Optimize configuration

= Other - $%
= Evaluate Demand Response Group

Programs “

» Required for Utility Rebates www.accenture.com/datacenterreport
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Data Center Dashboard

Welcome Nikki Ann G. Guevarra 7 | (@)

ﬁﬁ Data Center Dashboard
Home

View Al Site Content @ World Data Center Locations

Dacuments

» Shared Documents

Lists
v Calendar
» Tasks

» Server Data

This Site % E

@ World Data Center Locations Tree -
E"@ WorldMap

@ Africa
@ Antarctica
@ Azia

@ Australia
@ Europe

[—]--@ Morth America

MNinne

Discussions LT ,
@ Chicago
» Team Discussion
@ Houston
Sites Loatd @ New York
People and Groups At @ San Jose
Site Hierarchy
@ Seattle
3| Shared Documents r . .
= A @ South America
&1 Announcements ;
Ausinally
7] Calendar l—l
=] Links
_.ﬂ Server Data
(] Tasks
g Team Discussion
@ RtValues
Announcements
There are currently no active announcements, To add a new announcement, click "Add new announcement” below,
B Add new announcement
[ F—— & <pn



Data Center Dashboard

Welcome Nikki Ann G, Guevarra = | (@)
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Data Center Dashboard » Shared Documents » San Jose

>
accenture

Links * @ Energy Metrics Graph

8 5an Jose

g Recent Events
o Electrical Use
o Electrical Cost
& Carban Qutput
a IT Equipment
o Faclities

o Rack PDUs

8 UPs 1

o Data Center Layouts 33072008 7.00:00 AM _ 2270ayfe)
o Rack C-17 Layout . -

B Add new link @ Time Range Settings

41112008 1:24:14 PM
fadi | & Projected Power Consumiplion

San Jose Data Center Qverview

* (@ Energy Metrics Navigation ~

@ Energy Cost

Start Time |30 mar 200 07:00:00 | 7o ENATIme fxy g

@ Accenture Contact -

Accenture @ Energy Metrics Values
Brian Leong

Facilities Contacts

Descriptor Value

EngineeringUnits

3 (2eely) (0] (o) (o

E--@ Data Center Qverview
@ Carbon Qutput

Ayerage Power Consumption 33.007 kw
Glenn Maffett Maximum Power Consumption 36.366 kW PUE = 14303 -
IT Contact Frojected Power Consumption 37.64 kW
Jacah Wenegrat Real Time Power Consumption 34 kw
- ﬂl N T T 0 annne
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Data Center Dashboard » Shared Documents » San Jose

>
accenture

Links " @ Energy Metrics Graph

o 5an Jose
o Recent Events

8 Electrical Use 200

0 Electrical Cost

g Carbon Qutput 1%

a IT Equipment

0 Faclities i

o Rack POls

B UPss 170

o Data Center Layouts 33012009 7.00:00 AM

o Rack C-17 Layout

LIl

s

San Jose Data Center Qverview

* @ Energy Metrics Navigation
E"@ Data Center Qverview

@ Carbon Cutput

@ Energy Cost

@ Power Consumption

¢ 205 ;
Metrc Tons CO2year .. [J Yearly Energy Cost

@ PUE v

227 Day(s) 4172009 1:24:56 PM
th Carbon Outpu # Projected Carbon Output

B Add new link @ Time Range Settings ”
Start Time |30 mar 2008 07:00:00 | [¢] EndTime =41, 7 (eeely] (o) () )
@ Accenture Contact ~
Accenture @ Energy Metrics Values ’
Brian L
_ -r|.an . Descriptor Value EngineeringUnits ;i ;11'
Facilities Contacts Average Carbon Output 178.67 Metric Tons CO2/year
Glenn Moffett Maximum Carben Qutput 199,58 Metric Tons CO2/year PUE=14393;
IT Contact Projected Carbon Qutput 203.86 Metric Tons CO2/year

Jacob Wenegrat Real Time Carbon Output

184.26 Metric Tons CO2/year

2
I.:I. I T T 0 annne
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' Data Center Dashboard

Welcome Niki Ann G. Guevarra @ | (@

¢4 Data Center Dashboard
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Thahk you

Steve Berkovich Teresa Tung
Senior Executive TechLabs Research Manager
Data Center Technology & Operations  Green IT Lead

ladislav.berkovich@accenture.com teresa.tung@accenture.com
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