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Session Agenda

• OSIsoft Customer Footprint
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Living in a Digital World

• The OSIsoft ‘PI System’ as an Enterprise 
Information Infrastructure

• Summary / Lead-in to Customer Use Cases

• Participant Q&A
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OSIsoft Customer 
Footprint
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Who is the ‘OSIsoft PI’ Customer Base?
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Oil & Gas

•Transportation

Power 
Generation, 
Transmission & 
Distribution

•Utilities
•Facilities
•Smart City

Mining, Metals, 
Metallurgy & 
Materials

•Discrete 
Manufacturing

•Transportation

Pulp & Paper

•Discrete 
Manufacturing

Pharmaceuticals

•Food and 
Beverage



Defining 21st Century 
Operational 
Excellence: Living in 
a Digital World
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What Challenges / Opportunities does OSIsoft 
Recognize as Critical to the Metals and Mining 
Business?
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Challenge – Market Conditions
• Commodity Market Prices
• New or Improved Operations / Known Technology Competition
• New, Competitive Manufacturing Technologies

Challenge – Cost Headwinds
• Energy Costs
• Raw Materials Costs
• Labor Costs
• Logistics / Transportation Costs
• Aging Assets / Sustaining Capital Requirements

Other Challenges
• Geology – Decreasing Yields on Known Mine Reserves
• Environmental Regulations / Reporting Requirements
• Slow Global Economic Recovery

Opportunities
• Commodity Market Growth in Developing Countries
• Market Pull for New Materials / Alloys (Strength, Weight)
• Sustainable Materials



What If Your Company had the Ability to Leverage Its 
Current Data Assets to…

8

Improve Enterprise 
Visibility and Management

(Operating System)

• Establish and 
Automatically Report 
Standard KPIs to 
Measure Performance

• Support Operations 
through Global and 
Regional CoEs (Centers 
of Excellence)

• Drive Real-time Action in 
Support of Operational 
Excellence

• Rapidly Identify and 
Leverage Best Practices

• Increase Employee 
Engagement with 
Continuous Improvement 
Innovation

Improve Awareness and 
Forecasted Impact of 

Uncontrollable Factors

• Rising Energy Rates
• Rising Raw Material 

Costs, Reduced Raw 
Material Quality

• Rising Water Rates
• Rising Labor Rates
• Cost of Environmental 

Regulation / Mandates

More Directly Impact 
Controllable Costs / 

Performance

• Continuously Improve 
Process Productivity / 
OEE

• Better Control Product 
Quality / Improve 
Genealogy Tracking

• Extend Life of Critical 
Assets / Reduce 
Maintenance Costs

• Reduce Energy / Raw 
Material / Natural 
Resource Consumption

• Continuously Improved 
Environmental 
Performance to Meet 
Regulatory Compliance 
and Reporting 
Requirements



How Does Data Drive Results?
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What would be the Results?
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Improve Operating Cost Position
• Reduce Sustaining Operations Cost / Improve Productivity
• Reduce Working Capital (Inventory)
• Improve Supply Chain Options / Performance

Increase Revenue Stream
• Improve Overall Production Capacity / Quality
• Improve Capacity / Mix of Higher Margin Products
• Increase Asset Availability

Reduce Capital Requirements
• Reduce Sustaining Capital Requirements
• Reduce Capital Requirements for Information Solutions / 

System Integration



21st Century Operational Excellence: 
Leveraging Information as the Foundation for the 
Business Operating System
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The Language of Business Operating Systems
• SPC (Statistical Process Control)
• Lean Manufacturing / Six Sigma
• TPS (Toyota Production System)
• Continuous Improvement / Deming Cycle

Improving Plant / Enterprise Performance Management
• Established / Managed KPIs
• Visibility into Uncontrollable Impacts (e.g., Energy Rate, Raw Material 

Rate, Metal Prices, etc.)
• Engaged Workforce driving Collective Innovation
• Enabling Platform for Process CoEs (Centers of Excellence)
• Leverage / Adoption of Best Practice



The OSIsoft 
‘PI System’ as an 
Enterprise 
Information 
Infrastructure
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OSIsoft is a company with a focus
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Founded Revenue invested in R&D

One System. Singular focus.

# of SitesOf Global Fortune 500

1980 20%

16,00065%



The Evolution of the OSIsoft ‘PI System’
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• Deployed in 
Support of Defined 
Process / Project 
Initiatives

• Provides Process 
Historian 
Functionality

• Component Pricing 
/ Purchases

• Provides an 
Information 
Infrastructure

• Deployed as Data 
Foundation for the 
Plant / Enterprise 
Operating System

• Software / Services 
Purchased as 
Enterprise 
Agreements

What is Driving the Growth with Existing Customers?



Establishing an Enterprise Information Architecture
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Definition:
The integration of data with process 
expertise to enable proactive and 
intelligent manufacturing decisions in 
dynamic environments

Transactions
Business

Action
Operation

Key Components:
1. Common Applications for 

Manufacturing Execution (MES)
2. REAL TIME and HISTORICAL 

data capabilities
3. Network / Data integration from 

shop floor to the enterprise
4. Comprehensive analysis toolset

The Architecture Ties 
Together Information from All 
Sources within a Plant and 
Across the Enterprise



Evolution of the Data Infrastructure
Revolutionizing the Collaborative Space
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Material Flow

Information Flow

Money Flow

PUMPS VALVES TRANSMITTERS ACTUATOR
S

OTHERTRANSFORMERSMOTORS

LAB MANUAL DATA

CONTROL 
SYSTEMSOTHER DIAGNOSTICS DATABASES

HEx

BUSINESS SYSTEMS

Performance

Availability

Security

Real-time 
Infrastructure

BUSINESS GATEWAY

INTERFACES

Safety & 
Environmental 
Management

Quality
Management

Energy
Management

People
Effectiveness

Supply Chain
Management

Production & 
Operation

Management

Maintenance
Management

Availability & 
Reliability

Management

Safety & 
Environmental 
Management

Quality
Management

Energy
Management

People
Effectiveness

Supply Chain
Management

Production & 
Operation

Management

Maintenance
Management

Availability & 
Reliability

Management

Maintenance Team
Process Unit Managers
Process Automation

Laboratory
Operators

Plant IT

Operational Excellence
Production Excellence
Plant Maintenance

Engineering
R&D

Quality

Executives
Plant Management
Asset Management

Finance
Supply Chain Opt. 

HSE, QM, ITEveryone works 
with the same 
information, rules 
and tools!



Value Creation–an Infrastructure Approach
Value Now, Value Overtime
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Initial Investment

Infrastructure Value

TIME

VA
LU

E

VALUE 
NOW

VALUE OVER TIME

Incremental 
Value

Application Benefits

Operations Management

Environmental Reporting

Equipment Health Mgmt.

Performance Management



mPI PI Agent

Event Frames/Batch

SQL

Other Data 
Sources

Admin Workstation
Development/Test

mPI PI Agent

PI Interfaces

PI Interfaces
PI Data Access

PI Analytics
PI AF Server

PI Server

Reporting
PI Coresight

mPI PI Agent

PI Data Access
PI WebParts

PI Clients

PI Architecture Functional Reference
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5449: mPI
5450: PI Network Manager

5449: mPI
5450: PI Network Manager
5458: PI Notifications
5459: PI AF

“PI AF Server”
Provides standardized contextualization of assets and related 
information from a variety of PI and non-PI data sources via template 
configuration.
Key Infrastructure Dependencies: 
• SQL Server Architecture
• Windows Integrated Security 
• Load Balancing for Certain HA Configurations
Design Considerations: 
• Enterprise-to-Site and Site-to-Enterprise AF Replication
• HA Architecture: PI AF Server Collective vs. Load Balanced PI AF
• SQL Server Configuration and Replication Scheme

“PI AF Server”“PI AF Server” – Best Practices
• Organizations should implement both an Enterprise level PI AF 

System (for enterprise templates and view) and a Site level PI AF 
System (for local availability).

• PI AF should generally be located on the same network level as the 
PI Server.

• The PI AF application server could be run on the PI Server or SQL 
Servers.

• Except for small systems, SQL Server (required by PI AF) should 
not run on the PI Server.  

• Load Balanced PI AF application servers with SQL Server 
Clustering or Mirroring provides the most HA benefits.

• Refer to CoE Best Practices for more details.
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“PI Server”
Provides real-time data collection and archiving in individual PI Servers 
or HA PI Collectives so that client tools can access this highly available 
data utilizing Windows Integrated Security (WIS).
Key Infrastructure Dependencies: 
• Properly sized and well performing hardware based on expected 

system size and data rates.
Design Considerations: 
• HA (High Availability)
• Windows Integrated Security 
• Virtualization
• PI Backup and Disaster Recovery
• Time synchronization

“PI Server”“PI Server” – Best Practices
• HA PI Collectives should be used whenever possible to provide 

continuous data access and data collection. 
• PI Servers within an HA PI Collective should be implemented on the 

same domain or trusted domains. 
Product Makeup: 
• PI Server
• PI System Management Tools (SMT)
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“PI Data Access”
Provides data access and data integration of PI data with virtually any 
other system. 
Key Infrastructure Dependencies: 
• Dependent on data access technology used. 
Design Considerations: 
• Which data access technology is best for integration projects. 
• Highly Available Architecture.
• Secure Access to PI data in third party application. 

“PI Data Access”“PI Data Access”
Product Makeup: 
• PI Web Services – consists of a web service that accesses PI 

System data (PI and AF) in response to web service queries.
• PI OLEDB Enterprise – OLE DB data provider you can use to access 

asset metadata stored in the PI AF and data from the PI Server.
• PI OLEDB Provider – OLE DB data provider that accesses older PI 

Server technologies such as the PI Module Database and PI Batch 
Database.

“PI Data Access”
Product Makeup Continued: 
• PI JDBC – Java Database Connectivity driver supported on 

Windows and Linux operating systems that provides data access to 
the PI System with much of the same functionality as PI OLEDB 
Enterprise.  

• PI OPC DA/HDA Server – an OPC server for the PI Server that 
provides standardized data access with on OPC client enabling 
reads, writes, and deletion of data from PI.

• OSIsoft SDKs – composed of the PI SDK and the AF SDK which 
are programming libraries used to access data in the PI System.

“PI Data Access” – Best Practices
• PI Data Access products are typically installed on an application server 

of the third party integration product.
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“PI Analytics”
PI Analytics provide real-time calculations and notifications of critical 
events to the PI System.  Using the various PI Analytics products, 
users can analyze and aggregate real-time and historical data into user-
defined actionable information or key performance indicators (KPIs).
Key Infrastructure Dependencies: 
• Programing environments for PI ACE and PI for StreamInsight
• SQL Server 2008 R2 needed for PI for StreamInsight
• PI Notifications and PI Configured Analytics require PI AF
• PI Notifications requires access to an email server 

“PI Analytics”
Design Considerations: 
• High Availability and Buffering Support
• Performance and Scalability
• Resource Skill Sets: Configuration vs. Programming
• Placement of PI ACE and PI Notifications

“PI Analytics”“PI Analytics”
Product Makeup: 
• PI Performance Equations / PI Totalizers
• PI ACE
• PI for StreamInsight
• PI Notifications
• PI Configured Analytics 

“PI Analytics” – Best Practices
• For HA PI Analytics architectures, PI ACE and PI Notifications 

should not run on the PI Server or PI AF Server respectively due to 
their dependencies on these components during failover situations. 

• PI Analytics products that write to back to PI should typically be 
located on the same network layer as the PI Server and PI AF.

• Buffering should be configured. 
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“PI Interfaces”
PI Interfaces collect data from various control, process, and business 
systems and forward it to the PI Server (or PI Servers in a High 
Availability configuration). Typically these run on an interface node 
separate from the PI Server. 
Key Infrastructure Dependencies: 
• Placement of the interfaces in relationship to the PI Server(s)
• WAN bandwidth and latency 
• Hardware - Redundant hardware for interface nodes and for Phase 

2 Failover file share.
• Data Source – There must be a source data system and connectivity 

to that system. 
•

“PI Interfaces”“PI Interfaces”
Product MakeUp: 
• PI Interfaces – OSIsoft has interfaces to over 400 data sources.
• PI ICU – Interface Configuration Utility program to assist in the 

setup and configuration of interfaces.
• PI Buffering - PI Buffer Server or PI Buffer Subsystem insures 

against data loss when a PI Server is unavailable for archiving.

“PI Interfaces”
Design Considerations: 
• Interface level failover
• N-Way buffering to PI HA Collectives
• Interface location 
• Configuration optimization
• Data source performance constraints 

“PI Interfaces” – Best Practices
• PI Buffering - Deploy the PI Buffer Subsystem as the default 

buffering and only deploy API buffering by exception, when one of 
the operating conditions dictates that it is required.

• Interface Location - In general all interfaces should be installed as 
close to the data source as possible. Ideally even on the data source 
node in some cases. 

• Interface Failover - Implement Interface Level Failover 
(recommend UniInt Phase 2 Failover). 
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“Development and Test”
Development and/or Test Environment provide ability to do functional 
testing of software before rolling out to Production environment.  
Testing will minimize the risk of potential problems to the working 
environment, such as crashes, software incompatibilities and 
performance degradation.
Key Infrastructure Dependencies: 
• Possible virtual environment – Virtual machines should probably be 

considered.
• Live Test Data - Live data for testing can be provided via a PItoPI 

interface from the production PI server. 

“Development and Test”“Development and Test”
Product MakeUp: 
• Duplicate of Production - Duplication of PI products installed in 

production environment. Typically PI Server, Interfaces, Portal, 
Analytics, and Clients (depending on need). 

“Development and Test”
Design Considerations: 
• Virtualization - Use of virtual machines can help cut cost and make 

rollbacks easier

“Development and Test” – Best Practices
• Subset of Production - Use a subset of production data, 

calculations, archives, etc. on test systems
• Upgrade and Patch Testing - All software/OS upgrades or patches 

should be tested and validated on the Dev/Test environment and 
problems corrected before considering installing these upgrades or 
patches to the production environment.
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“Admin Workstation”
A general purpose administrative workstation for the PI Administrator 
to use loaded with all necessary tools to administer the PI System. 
Such tools include PI SMT,  PI System Explorer, Microsoft Excel with 
PI DataLink, PI ProcessBook, SQL Manager, etc.  
Key Infrastructure Dependencies: 
• No direct infrastructure dependencies except for a recommended 

configuration for the workstation itself.  

“Other Data Sources”
There may exist other data sources at this level that need to integrate 
with the PI Server data. This data can take on many forms and the 
integration method of the data with PI will depend on the type of data 
and intended use of the data.  

“Microsoft SQL”
Microsoft SQL Server is required for PI AF and the architecture will be 
determined by the need for performance and High Availability.  

More information can be found in the PI AF 2010 R2 Installation and 
Maintenance User Guide.  

“Microsoft SQL”
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“Event Frames / Batch”
An Event Frame records important process or business events and helps 
you find the related real-time data.  Today, this type of start and end time 
context is stored in the PI Batch Database which is part of the PI Server.

Event Frames (EF) is functionality that is being developed within PI AF 
that will eventually replace the functionality of PI Batch .  Event Frames 
will bring indexing, performance, and scalability improvements to batch 
data as well as new capabilities including integration with PI AF assets, 
data references to PI tags, data references to external data sources, EF 
templates. 

“Event Frames / Batch”
Key Infrastructure Dependencies: 
•PI AF – Event Frames is implemented as functionality within the PI AF 
product. 
•SQL Server – utilized for back-end PI AF/EF database and for various 
high availability architectures.
•Windows Integrated Security – required for secure access to PI Event 
Frame data.
•Load Balancer for certain HA configurations – required for highly available 
writes to PI AF in certain HA architectures (if HA writes are required).

“Event Frames / Batch”
Design Considerations: 
• Current PI Batch Database Limitations
• PI Batch vs. Event Frames technology selection and EF roadmap
• AF Architecture designed for future Event Frames High Availability
• Enterprise-to-Site and Site-to-Enterprise EF Replication

“Event Frames / Batch”“Event Frames / Batch” – Best Practices
• PI Batch Interfaces are typically installed on PI interface nodes on 

the same network layer as the Batch Execution System or 
Manufacturing Execution System with the exception of PI BaGen. 

• If batch data is required in two PI 
• Systems, run multiple instances of the same batch interface. 
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“PI Clients”
PI Visualization with PI Clients is achieved mainly through PI DataLink, PI 
ProcessBook and PI BatchView. 

PI DataLink easily integrates manufacturing, process and operational data 
into Microsoft Excel. 

PI ProcessBook creates dynamic, interactive, and contextual real-time 
data graphic displays and trends. 

PI BatchView integrates Batch related data into spreadsheets and 
ProcessBook to allow more detailed analysis.

“PI Clients”“PI Clients”
Design Considerations: 
• Remote Application Servers / Desktop Virtualization   versus 

Traditional Distributed PI Smart Clients 
• Client Software Deployment 

“PI Clients” – Best Practices
AF asset model should be implemented for richer element relative 
displays which can assist with contextual navigation. It may also be very 
useful to display various AF Data Reference
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“PI WebParts”
PI Visualization with our Thin Clients is achieved through PI WebParts.

PI WebParts easily integrates operational data with the powerful 
capabilities of Microsoft Office SharePoint Server. 

“PI WebParts”“PI WebParts”
Key Infrastructure Dependencies: 
• Microsoft SharePoint - WSS/Microsoft SharePoint Foundation is 

required for PI WebParts
• Excel Services - Microsoft SharePoint Enterprise Edition is 

required for PI DataLink Server (requires Excel Services)
• SQL Server - SharePoint requires SQL Server
• PI MDB - PI WebParts stores configuration in the PI Server Module 

Database (MDB)

“PI WebParts”
Design Considerations: 
• AF - PI Server 2010 and PI WebParts 2010 R2 should be used to so 

that AF / MDB Sync will allow full use of AF.
• SharePoint Architecture - Consult with Microsoft on SharePoint 

architecture to consider such items as SharePoint server farms and 
load balancing.  

• SharePoint Governance - SharePoint governance needs to be 
considered.  Typically IT is responsible for the SharePoint 
infrastructure, but PI application functions around PI WebParts and 
PI DataLink Server are best left to the PI domain experts

“PI WebParts” – Best Practices
• SharePoint - Microsoft SharePoint Server 2010 Enterprise provides 

the PI WebParts and DataLink Server the best environment to 
provide value.

• PI Server Location - A PI Server must be co-located with 
SharePoint for optimal performance 

• Centralized Data   - When customers are comparing PI data and 
KPIs across regions or sites within SharePoint, an architecture 
which centralizes this data into a central or regional PI Server will 
yield optimal performance.
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“PI Coresight”
PI Visualization with our Thin Clients is achieved through PI Coresight. 

PI Coresight is designed to be the fastest, easiest way to view PI data with 
ad-hoc analysis, exploration and discovery so that core insights can be 
gained to make smart decisions.

“PI Coresight”“PI Coresight”
Key Infrastructure Dependencies: 
• IIS is required for PI Coresight
• SQL Server 2008 R2 or SQL Server 2008 R2 Express – PI 

Coresight requires SQL Server
• Microsoft Silverlight 4 on client nodes – PI Coresight requires 

Silverlight to render its pages in client browsers
• PI AF is not required, but it is needed to truly utilize PI Coresight 

functionality

“PI Coresight”
Design Considerations: 
• User Count - The target of the released product will be 100s or 

1000s of concurrent users.
• Scalability – The architecture leverages multiple OLEDB connections 

and multiple Coresight servers can work against a single SQL 
configuration database.

• HA - It will leverage SQL replications similar to PI AF. 
• Enterprise vs. Site Level Coresight servers
• PI WebParts – The plan is to support both running on the same 

machine 

“PI Coresight” – Best Practices
• Server Location - PI Coresight should be located at the same site as 

PI and AF Servers. Site level for site users, corporate level for 
corporate users.
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“Reporting”
Reporting functionality within the PI System is generally performed by PI 
DataLink for general reporting and ad-hoc reporting and RtReports for 
locked down batch reports often used for batch release reporting. 

RtReports is an application for generating reports on a batch, time, and 
asset based reports from data contained in PI Servers as well as external 
data sources. This web-based application allows users to create report 
templates using the RtReports Editor, generate reports from locked-down 
report templates, optionally enter comments on reports, optionally approve 
reports, and print reports.  

“PI Coresight”“Reporting”
Key Infrastructure Dependencies: 
• Microsoft IIS – Internet Information Server is required to be 

installed on the RtReports application server.
• Microsoft Word – required to be installed on the RtReports

application server for print rendering functionality.  
• Adobe PDF – required to be installed on the RtReports application 

server for printing to PDF if that functionality is needed.

“Reporting”
Design Considerations: 
• RtReports server per site or per region / Enterprise
• RtReports server cannot be architected for automatic failover / 

high availability
• Since the PI Batch data is not highly available within a PI Server 

HA Collective, if the primary PI Server is out of service, users will 
not be able to render their batch reports.  

“Reporting” – Best Practices
• Regardless of installation at a site or enterprise level, the 

RtReports server should be located next to a configuration PI 
Server where it stores its report configuration.
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“Managed PI”
Managed PI collects data about how your PI System is running and 
transfers only that information to our secure Network Operations Centers. 

Our staff monitors your PI System around-the-clock to identify and 
prevent potential problems, takes action to diagnose and resolve any issues, 
and sends you status notifications.

“Managed PI”“Managed PI”
Key Infrastructure Dependencies: 
• Either ports 443 (if using an Internet proxy) or 5449 will need to 

be opened outbound in the firewall to allow communication with the 
OSIsoft NOC 

“Managed PI”
Design Considerations: 
•Connection options - PI Agent Direct vs. PI Agent with Cross-link (every 
node talking directly to NOC vs. multiple nodes being relayed to the NOC 
through a single node). 

•PI Agent can connect to OSIsoft directly or through cross-link, which 
allows agents to send proxy communications to OSIsoft through other 
agents located on the network. 

“Managed PI” – Best Practices
• PI Agent - Each Managed node should use PI Agent to directly talk to NOC where possible, 

otherwise use PI Agent with Cross-linked relay node.

• If a PI Agent Cross-linked node is used, there should be no more than one PI System (and the 

managed nodes associated with it) feeding mPI through it.   

• There can be any number of cross-linked agents. 

• Place Interface nodes at the end of a cross-linked chain. Do not put downstream cross-link 

partners on PI Interface nodes. 

• Allocate disk space for the caching of download packages to downstream cross-linked agents. 

• Dedicate PI Agents that are intended to service multiple physical sites for Internet 

connectivity or multiple Managed PI sites to that task. Virtual machines are acceptable for this 

purpose.

• Avoid using Windows XP SP3 as a cross-link target
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Enterprise PI System Reference Architecture
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“Designing for the Enterprise”
When considering a design for an Enterprise Architecture, it must 
reflect the structure of the business and how the business will use the 
technologies of the infrastructure in support of their processes. 
• Who needs access to the data and how do they access the data in 

relation to the infrastructure? (both at the local site level and 
corporate offices) 

• How will users use this data?  (Reports, graphically, or feeding other 
analytics) 

• There's operational data that supports higher level KPIs.  What, if 
any, operational data needs to be aggregated or rolled up to support 
these KPIs? 

“Designing for the Enterprise”
• Where should each functional use set of data live?  (Locally at the 

site or at the corporate location?)  
• At what layer within the architecture does the analysis of the data 

occur?  
• What is the frequency of the analysis? 
• What is the long-term strategy for storing and using data? 
• What are the data storage requirements? 
• What are the security requirements for access to and the use of 

the data? 

“Designing for the Enterprise”

• Real-Time [Tag] Data
• PI to PI Interface
• AF Context (Templates, Element Hierarchies, etc.)
• HA Collectives
• XML Export/Import
• PI AF Builder Export/Import
• PI AF Data Access Custom Application
• Batch Data

“Designing for the Enterprise”
• The PI System function within any one of the layers (Control, Site, 

and Enterprise) is fundamentally the same.  
• When applying the Tier concept within a single PI System 

(Interfaces Tier, Data Services Tier, Client Access Tier) to multiple 
layers in the Enterprise (Control, Site, Enterprise), you see that the 
PI Systems actually overlap with each other. 

“Designing for the Enterprise”
• The data flow for plant floor data flows up from the Control PI 

System to the Site PI System to the Enterprise PI System.  
However, not all the data located in each level are in all levels above 
it.  Likewise, there could be different calculations and analyses 
being performed at each level in the enterprise.  

• There is data flow that could originate from the Enterprise level 
and flow downward to the Site and Control level PI Systems.  These 
data flows could be standardization efforts such as AF Templates 
that need to be synchronized between PI Systems. 
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Data Integration and Visualization Toolset
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Alignment with IT Strategy and Priorities
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Industry Trends
• Information Infrastructure is a Key Component of ‘Big Data’ / 

‘Internet of Things’
• Infrastructure Enables IT / OT Convergence
• Data Platform / Tools to Support Analytics and Advanced Analytics
• Supports ‘Process Optimization’, ‘Smart Manufacturing’, ‘Lean 

Manufacturing’ Concepts
• Supports Cloud and Mobility Opportunities

Technology
• Enables / Simplifies Data Integration
• Reduces Manual Data Entry
• Reduces Infrastructure Complexity



Summary and 
Take-Aways
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Further Consideration on Today’s Agenda

• Examples of the Value Message will be Highlighted in Today’s 
Customer Presentations

• Overview of Customer Speakers

Meridian Energy’s use of PI System from an Asset Management Point of View
Henrico Van Niekerk, Reliability Engineer, Meridian Energy

Utilizing the PI AF Structure for New Zealand Customers
David Parker, Managing Director, Dimension Software

Bringing Space and Time Together
Matt Lythe, Sales Manager, Eagle Technologies (ESRI)

• Content Represents Specific Examples of the OSIsoft PI Infrastructure 
Being Leveraged in Support of Operational Excellence
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Participant Q & A
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Lance Fountaine

LFountaine@osisoft.com
Industry Principal:  Mining, Metals and Materials
OSIsoft, LLC
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