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Why Scalability?

0 More data can be tracked every day
» Phones have GPS location data

» Real-time monitoring in the home
o Electrical usage
o Security systems 1=
0 Flre/ Flood detectlon e o
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Benefits

0 IT Monitoring can detect
» Intrusions
» Impending hardware problems
> Diagnose software problems
» Virus traffic
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Where Is Pl Today?

100,000+ DataStreams

100’s of sitmultaneous clients
300+ Interfaces

o, 500+ Customers
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Issues Within Scalability

o0 A scalable system has several aspects
» Users served
» Calculations and analysis
» Integration ISsues
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User Load & Integration

0 Users need fast access to the data

» Client / Server users

» Stateless Users
o Client / Server users connect dlrectly to PI
o0 *-StateleS USEIS o e s
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Server Manager (Pl SDK)

o Safely exposes Pl data

» The Pl Trust Table retains point by point
security

> Connection management balances user requests
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Browser

Security in ICE

Pl Enterprise Server
ﬁ



Elvis

Connections in ICE

Norton Alice Ricky Lucy

piadmin pialice piadmin

PI SDK Server Objects 1 TCP/IP Connection
1 per unique Pl user per server
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Underlying Web Service Structure

Applications

ICE ICE ICE ICE Loosely
Web Parts Web Parts . Web Parts Web Parts Coupled

Pl ICE Web

Web Services Services
Layer

Relational
Historians Eu&J Databases




Loosely Coupled Computing

0 The idea of Web services

o0 Allows for computing in an environment that Is:

» Asynchronous

> Stateless

> Platform mdependent e
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Tightly Coupled Computing

0 Infrastructure-level ties between systems
» Uses API calls
» Usually proprietary
» Not as flexible

0 Examples
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Web Service Integration

Loosely coupled applications built on
Web Service Integration Space
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Web Services

Pl Batch
Web services

Pl ICE. Pl Auditing
Web services Web services

ERP Relational DB
Web services Web services




Infrastructure

0 OSlsoft is moving to .NET
0 Older applications will migrate

0 New applications will leverage the .NET
Framework

§ Management tools will use NET

- »New tools ‘coming for SM’
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Distributed Analysis

o Server Based
» Performance Equations
o0 Desktop Based
>Spreadsheets based on DataLlnk
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Security Concerns

0 Isn’t Microsoft a vulnerability?

» Over the last year
o 26 vulnerabilities in Apache
0 22 in Microsoft’s IIS

» Key Issue: system maintenance
0 What about Nimda?
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Security Response

0 More accountability: Microsoft

o0 NIPC (National Infrastructure Protection Center) works
with NERC and Microsoft to develop security procedures
and standards

0 Key precautions still remain

> Guard agalnst somal eng neerln“ o T
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OSlsoft Security

o Pl Point Security
o Trust Table
o Single direction PI to Pl transfers

O Auditing
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What’s Been Covered

o0 Handling user load

o Calculations

o Integration demand

0 Security o om—— o i i
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History of the Historian

o PlI1
» 1983 HP-1000
» 1985 Vax-VMS
»> 1988 PINet

o Client/Server Architecture




History of the Historian

o Pl 3

»Big 4 Unix
1 HP-UX
1 IBM-AIX
o Dec OSF/l




History of the Historian

o Pl 3

» Key concepts of Pl 2 were used
o Snapshot
0 C.ompression
o Archlve cache» ke




History of the Historian

o Pl3

» Key new concepts
o Multi-process

o RPC Based Inter-process communication
— PISDK

0 Historization of mar .f_.e tdatatypes
- — Doubles - |
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Pl 3 Original Release

0 Pl 3.0 Released November 1995
o 1,000 to 100,000+ Points

o0 Up to 2000 events per seconds
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P1 3.0 to PI 3.3

o How much can you do in 7 years?

> Concentrated on features

o Alarm

o ACE

o Totalizer

o Pl SDK |
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Scaling

0 1996

» Typical system < 100K points

» Data rates < 2000 Events/Second
0 2002

o =
p 3 & 'rfj
7

mor 150K r; ,)Jlr L
>/

I'Oc
+a/CA

.7/35 ong%\‘_ﬂ/
| : ; === §é>~ =




Scaling

o 1995
» Intel® Pentium® Pro Processor 2P 200MHz

o 2002

» Intel® Xeon™
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Scaling

o0 The PI data rates reflect increase in processor
Speed.

0 Point (;ount does not.

0 Limitation is not processor speed.
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Limitations in Pl 3.3

0 Memory

»2 GB of virtual memory per process
o Archive cache

O Inter-process communication
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Memory

o0 Pl Databases are memory resident
» Point database

» Module database

| >Snapshot

| PI Arc LAY
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Pl 3.3 Cache Memory Issues

0 Cache record can be quite large.
0 Adding a single event requires entire cache record

0 Systems receiving data for most points will have a
large memory footprint

> Lots of cache ‘act|V|t
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Pl 3.4 Archive Cache

o Typical Pl System

» Majority of points receive data regularly
o Add events

O New events recelved |n order and near current trme
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The Pl 3.4 Cache

0 Addresses Memory Issues
»Smaller memory footprint
» More efficient handling of new events
»Same efficiency readlng data
DeSIQn Tradeoffs i e i
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3.3 Snapshot — Archive
Inter-process Communication

0 Current Mechanism

» Event received Is processed by the compression
algorithm.

» |f passes compression event is added to In-
memory event queue
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3.3 Snapshot Buffering

0 Archive unable to process compressed events
» Backups
» Extremely high data rates
>System problems




3.4 Snapshot — Archive
Inter-process Communication

0 Changed physical file to memory mapped file
» File system feature

0 Mapped by Snapshot and Archive
O Snapshot writes compressed events to “ﬁle”

0 Archlve reads compressed events from “ﬁl

w-—_—

-..-==-,, >

C u1/reelfro j)re/e

Lef mlq,ie" |

.\
V"/AV/A'/

i %mw o
i

S
— Ay ——
‘..‘-'. [
i



Limitation 3: RPC Serialization

o Pl 3.3 all sub-systems are single threaded
0 Reguests to sub-systems are serialized

» Archive example—3 simultaneous calls
o Archive Summary |
L PIOt values i e 2
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RPC Serialization Solution

o Multiple Threads
» Threads are the obvious approach

»Unix and NT have very powerful and easy to
use threading models

o Conceptually Simple




Multi-Threading in Pl 3.4

0 Pl 3 had some threading since the original release
» Pl Net Manager

» Sub-systems use a thread for reading messages
o Pl3.4 Sub-system Level thread model
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Multi-Threading in Pl 3.4

0 Pl 3.4 Sub-system Level thread model
» Every sub-system is multi-threaded

» Sub-system must implement locks for optimal
performance
» Worker thread pool is conflgurable
O Runtlme f [eased] L
- Killthreads
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Multi-Threading in Pl 3.4

o0 What does this get us?

» The archive call from .... Won’t kill your
system.

» What will 10 archlve calls form .. do tomy
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Pl on 64 Bit Windows

0 One advantage: larger addressable memory
»>32 bit: 2 GB

> 64 bit: 16 — 128 GB
1 XP-64: 16 GB , o
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Pl on 64 Bit Windows

0 Disadvantages:

» Slower

»\/ery sensitive to properly optimized code
O Servers only
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Pl on 64 Bit Windows

0 Pl 3 is designed for 64 bit

» Supports Dec OSF/1

o Original release of PI supported Dec’s 64 bit Unix
and still does—HP Tru64 Unix.

o Pl 3.4 will be 64 bit ready
N ._>I\/I|nor_.d|ff_erences netv




Summary

0 Point Count limited by archive cache memory
o 3.4 archive cache is significantly smaller and more
efficient
o Memory mapped files for configuration data
» Point Database

O »Tested million pomt system on

typl_cal 32 bit server (;Iass =
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Summary

0 Snapshot — Archive inter-process communication
» Significantly faster the RPC mechanism
» Memory mapped file shared by both processes
» Backed by disk to msure no data loss

0 RPC Serlallzatlon '
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