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Why follow Best Practices ?
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 Why follow Best Practices ?

* Things to take note within the Galaxy

e Actions to take before the Upgrade / Migration process
e Best practices for Upgrade and Migration
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Best Practices

Why adhere to best practices ?

* Ensure smooth and successful upgrade and migration.
* Preempt and prevent as many unknown issues as possible.

* Validation that the procedures work correctly before making
changes to the actual production system.

* Planning helps to prevent failures and also provides
contingency plans.




mgs to take note within the
Galaxy
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— 9. Graphics

.NET Controls v &

v & _MSForms
WebBrowser
WebBrowser_new
WebBrowser_old

v 5 ActiveFactory

aaTrendControl

Look out for old and incompatible .NET Controls used within the Galaxy

Look for the dates of the .NET Controls

aaTrendControl_new

Delete duplicated .NET Controls aaTrendControl_old

oo S S

aaTrendControl_old2

If there are graphics associated with the duplicated .NET Control, update them to use the one to keep

Check in the following folder for the .NET Controls associated files :

* C:\Program Files (x86)\ArchestrA\Framework\FileRepository\[GalaxyName]\Vendors
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ActiveX

* Look out for old and incompatible ActiveX used within the ManagedApp

* Look for the dates of the ActiveX

L |
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3" Party Components

* Look out for old and incompatible 37 party component used within the Galaxy, example 32-bit / 64-bit
* Look for the dates of the 37 party component (e.g. partners’ or other 3™ party)

* Either remove the incompatible 3" party component or replace it with one that is compatible

* DreamReports -> AVEVA Reports for Operations
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Actions to take before the
upgrade / migration
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Description of what needs to be upgraded

* Galaxy
* Historian
* Application Object Servers (AQS)

* View Clients
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Actions to consider before the process

* Following actions to take / consider before the upgrade / migration

* |t will speed up the whole process
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Upgrade and Migration

Workflow for Upgrade and Migration of a running system

* Preparation
* Review\Document current architecture including current software version information
* Understand software upgrade requirements
e Test migration on a shadow test system
* Backup applications
* Execution
* Install proper licensing
e Migration Order: Historian, GR, AOS, Visualization
* Validation

* Verify data and system functionality including redundancy, data collection\storage, visualization and that it is
consistent when compared to pre-migration

* Review Wonderware Logger Errors Warnings
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Upgrade and Migration

Preparation for Upgrade and Migration

* Update system topology to include all computers
involved
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Upgrade and Migration

Preparation for Upgrade and Migration

* Update system topology to include all computers
involved

* Determine if a hardware platform change or a virtual
environment is part of the plan

ESXi HostServer 1 ESXi HostServer 2
With DEV/HMI With DEV/HMI
Plamt Network Piam Nerwar

Adspter




Upgrade and Migration

@ AVEVA Enterprise License Manag: X + Y - = .
Preparation for Upgrade and Migration C @ locahost/AELicenseMansger 2 % O &
. = Enterprise License Manager

* Update system topology to include all computers AVZVA ' :

involved = Servers i & L3 C:’

Rermowve Refresh Manage Sync
* Determine if a hardware platform change or a virtual ¢
. . RK2023
environment is part of the plan
. Description
e SQL Server or Operating System updates s
License Summary lUsage Summary Usage Details Device Reserwation lUser Reservation

Ol Server updates

®

Add License Deactivate Details

Quantity Component Mame Part Mumber Serial Mumber Expiry Date

0 License(s) found
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. ) Downloads Documents Videos W Related Tech Notes, FAQs... A Favorites
Filters = Apply Preferences

Page 1 of 3. [Total: 26 items] Sort By Relevance - Export
Upgrade and Migration el
pication Semver | x AVEVA System Platform A
. Multiple versions and file types are available for this product. Click on the main product title to view the detalls.
P re pa rat I on fo r U pgra d ean d M Ig rat I on 0 Amola - 11 Nov 2022 Version: 2020 R2SP1P01 | Product: Multiple
. CAPC
* Update system topology to include all computers — ArchestrA Logger Security Update A
involved LUl ey 14Aug2018 | Version 2017.4262307.1 |  Product: Application Server
[ Archestra Workflow
* Determine if a hardware platform change or a virtual ey Application Server n
enV| ron ment iS pa rt Of the pla ] O Asset Strategy Optimization Multiple versions and file types are available for this product. Click on the main product title to view the details.
Date Range 31 Jul 2017 Version: 2014 R2SP1 P02 (ZIP) |  Product: Application Server
e SQL Server or Operating System updates Stort Do
& -
Wonderware Application Server 2012 R2 P02 A
. OI Server - pdates o ] 06 Jul 2014 Version: 2012 R2 P02 Product: Application Server
* Download any necessary AVEVA patch updates
Wonderware® Galaxy Database Scrubber 2012 R2 Utility A
06 Jan 2014 Version: 2012 R2 Product: Application Server
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Upgrade and Migration

Preparation for Upgrade and Migration

Update system topology to include all computers
involved

Determine if a hardware platform change or a virtual

environment is part of the plan

SQL Server or Operating System updates

Ol Server updates

Download any necessary AVEVA patch updates

Obtain license upgrades

. ) Downloads Documents Videos W Related Tech Notes, FAQs... A Favorites
Filters = Apply Preferences

Page 1 of 3. [Total: 26 items] Sort By Relevance v Export
Products (1) &
Application Ser

ppiCation senver | AVEVA System Platform A

Multiple versions and file types are available for this product. Click on the main product title to view the detalls.

. 11 Nov 2022 Version: 2020R2SP1 P01 |  Product Multiple

[ Ampla
JAPC

ArchestrA Logger Security Update A
B Application Server ch mman L i ammamnm e

Communication Drivers

This page lists all Ol, DA and other connectivity applications, including product documentation and videos. You can sort the columns and refine the list using the options in the left
panel. Click the Related Tech Notes, FAQs button to view the Tech Notes and FAQs related to the selected products.

Important : Since Windows regards downloaded files as potentially unsafe, it will block the file from executing after it has been downloaded. Before unzipping the *.zip of
mounting the *.iso file, unblock the file by right-clicking to access Properties, then click Unblock .

Looking for product downloads? Click HERE.

Looking for product bundles, Industry Applications and Aquis/ Termis downloads? Click HERE.

Filters ppply Preforer Documents Videos W Related Tech Notes, FAOs... M Favorites
Apply rences

Page 1 of 2. [Total: 20 items] Relevance - XI Export
Sort B elevance
Products (3) & ortEy i
ABCIP x
2more.. AVEVA Communication Drivers Pack: ABCIP A
13 Jan 2021 Version: 2020 R2 Product: ABCIP
MBTCP
N . . H
e AVEVA Communication Drivers Pack: MBTCP
13 Jan 2021 Version: 2020 R2 Product: MBTCP
[ Modbus
OmQTT
AVEVA Communication Drivers Pack: ABTCP W
[J Multi Product
13 Jan 2021 Version: 2020 R2 Product: ABTCP

[CJ OFS Factory Server =
Device Manufacturer



Upgrade and Migration

Preparation for Upgrade and Migration

* Update system topology to include all computers
involved

* Determine if a hardware platform change or a virtual
environment is part of the plan

e SQL Server or Operating System updates
* Ol Server updates
* Download any necessary AVEVA patch updates

* Obtain license upgrades

@ AVEVA Enterprise License Manag: X +

C @ localhost/AFLicenselanager

AV=VA Enterprise License Manager
— Servers i C g C:’
Rermowve Refresh Manage Sync
e RK20Z3
Description
e
License Summary lUsage Summary Usage Details Device Reserwation lUser Reservation
Add License Deactivate Details
Quantity Component Mame Part Mumber Serial Mumber Expiry Date

0 License(s) found
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Upgrade and Migration

Preparation for Upgrade and Migration...cont’d Security Central

PY COO rd i n at i O n Wit h IT\N etWO rk Tea m : Product Cyber Security Updates  Policy & Guidelines

* Microsoft Windows Updates are in place, Check Wonderwore - arctive | [ Expor
Security Central for support

Posted Reportv  Status MS Security Description

Jan 10, 2023 WW23- InTesting  Release MNotes Microsoft Office (KB5002332, KB5002336, KB5002335, KB50...  View
009

Jan 10, 2023 WW23- InTesting  Release Motes Monthly Rollup for Windows (KB5022352, KB5022348) iev
008

Jan 10, 2023 WiW23- InTesting  Release Notes Security-Only update for Windows (KB5022346, KB5022343) iev
007

Jan 10, 2023 WWwW23- InTesting  Release Notes Windows 11 Version 22H2 (KB5022303) View
006

Jan 10, 2023 InTesting  Release MNotes Windows 11 Wersion 21H2 (KB5022287) View

lon 10,2023 WW23- In Testina Relense Notes Windows Server 2027 (KRRO22791) View



Upgrade and Migration

Preparation for Upgrade and Migration...cont’d

* Coordination with IT\Network Team:

* Microsoft Windows Updates are in place, Check
Security Central for support

* Necessary ports are updated in any external
Firewall

Application Server & System Platform

DCCM

File and printer sharing
SQL TCP

SQL Server Browser

Ports

135/tcp
445/tcp
1433/tcp
1434 /udp

1024 to 65535 TCF

Application Server & System Platform Multi-Galaxy

LSBGRBrowsing Service
ASBMxDataProvider Service
AsBhuthentication Service
Local Discovery Server
Primary Local Galaxy
Secondary Local Galaxy Server
Primary Cross Galaxy Server
Secondary Cross Galaxy Server
Galaxy Pairing

Configuration Service

Content Provider Service
Deploy Rgent Service

Service Manager Service
System Authentication Serwvice

7500
3572
1779
9111
9110
9210
9310
9410
7085
6332
6011

6533,
6111,

987¢

{default, configurable)
(default, configurable)
(default, configurable)

6633
6113
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Upgrade and Migration

Preparation for Upgrade and Migration...cont’d

* Coordination with IT\Network Team:

* Microsoft Windows Updates are in place, Check
Security Central for support

* Necessary ports are updated in any external
Firewall

* AVEVA Files and Folders excluded from Anti
Virus Scan

* Any additionally needed hard disk space added
* For Checkpoint files
* For Store forward blocks

* For Galaxy Database file

Exclude these ArchestrA folders in a 64-bit system:

» C:\ProgramData\ArchestrA\ and all subfolders

+ C:\Program Files\Commeon Files\ArchestrA\

» C:\Program Files (x86)\ArchestrA\

» C:\Program Files (x86)\Common Files\ArchestrAl

« C:\Program Files (x86)\FactorySuite\ (The FactorySuite directory may not exist in newer installations)
« C\Program Files (x86)\Wonderware\

» Ci\Users\All Users\Wonderware\

* Ci\Users\Public\Wonderware\

+ CAInSQL\Data\ (The InSQL folder may not exist in newer installations)

» Ci\Historian\Data\

Exclude these folders:

« History Store Forward directory in 32- and 64-bit systems:

+ C\Users\All Users‘\ArchestrA\ (default location) Checkpoint directory location default location in a 32-bit
system:

» C:\Program Files\ArchestrA\Framework\bin\ Checkpoint directory location default location in a 64-bit system:
+ C:\Program Files (x86)\ArchestrA\Framework\bin\ InTouch HMI Application folder path:

» C:\Users\Public\WWonderware\IntouchApplications (default folder path) You can select an application folder path
when an InTouch HMI application is created SMC Logger Storage file path:

» C:\ProgramData\ArchestrA\LogFiles\

« C:\Documents and Settings\All Users\Application data\ArchestraiLogFiles\ Exclude these files from the

» C:\Windows\Temp folder: *.aFDX Location of SQL Server database files to be excluded: 32-bit systems:

» C:\Program Files\Microsoft SQL ServeriMSSQL.MSSQLSERVERIMSSQL\DATAL (will vary by SQL Server
version) 64-bit systems:

» C:\Program Files (x86)\Microsoft SQL ServeriMSSQL.MSSQLSERVERIWMSSQLI\DATA\ (will vary by SQL
Server version)

Exclude SQL Server database files within this directory of the following types:

s mdf
o |df
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Upgrade and Migration

Preparation for Upgrade and Migration...cont’d

* Coordination with IT\Network Team:

* Microsoft Windows Updates are in place, Check
Security Central for support

* Necessary ports are updated in any external
Firewall

* AVEVA Files and Folders excluded from Anti
Virus Scan

* Any additionally needed hard disk space added
* For Checkpoint files
* For Store forward blocks

* For Galaxy Database file

AV=VA
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Upgrade and Migration

Preparation for Upgrade and Migration...cont’d

Backups

Create a snapshot of VMs of all nodes of the production system, if running in a Virtual Environment

Create a ghost image/backup of all nodes of the production system, if running on physical machines

Upload runtime changes, if any runtime data needs to be persisted
Create a backup of galaxy using the Galaxy Database Manager in SMC
Export the custom client controls

Export all automation objects into an aaPKG as a secondary backup

Export DAS\OI Server Configurations
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Check on Galaxy Integrity

* Check on Galaxy DB integrity to make sure it is ready for upgrade / migration
* Fix whatever known issues there are within the existing Galaxy

* Should not take upgrading/migration as a method to fix existing issues. If the issue/bug has not been
addressed in the newer version, the upgrade/migration will not address the problem.

* Some issues, if they are already addressed in the newer version, will be fixed after the
upgrade/migration.

AV=VA
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Shrink the Galaxy DB

* Shrink the Galaxy DB before the upgrade/migration
* Not only will it take longer if this step is not taken, the Galaxy BAK will be very bulky

L |
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Clean up of ManagedApp

* Delete non necessary files

* Clean up extra additional folders — Duplicated folders etc etc

L |
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Export / Import of Galaxy DB

If there are pre-existent issues in the older Galaxy, it would be best to perform an export and import of objects at
that version before the upgrade/migration

Do not export the aaPKG in an old version and then import that aaPKG into the new version. Fix the problem using
the same version.

Some customers have existing issue within their Galaxy DB.

Take note of Galaxies using the Base Template Library (BTL).

L |
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Best practices for Upgrade and
Migration
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Upgrade and Migration

Upgrade and Migration Case Study

* Scenario
 Asimple Galaxy having 3 platforms Galaxy Repository (GR), Application Object Servers (AOS1 and AOS2).
 AOS1 and AOS2 platforms configured for redundancy hosting a redundant engine.

e AOS1 runs the primary engine as the active engine and AOS2 runs the backup engine as the standby engine.

Historian i Galaxy
Repository
ArchestrA Network
< N
N 7
AOS 01 i AOS 02

e AVZVA



Upgrade and Migration "1 Deploymen S

v dPp TestGalaxy
O Unassigned Host
Different approaches to upgrade and migration v B nos:
v %8 RedundantEngine
v i Area_001

¢ Para”e' Galaxy @ UserDefined_001
. v [ ADsZ
¢ In‘place RO”lng Upgrade 8 RedundantEngine (Backup)
A cR
 Node Replacement Upgrade
%

- AVZVA



Upgrade and Migration
P8 g ’ e

Parallel Galaxy Steps | Historan | Galaxy | NEW Galaxy

| i Repository ' Repository

*  Setup new nodes for GR, AOS1 and AOS2 < ArchestrA Network : . S
! i ! ! NEW NEW

* Node names and IP addresses should be different i AOSO01 1 AOSO02 i | AOS01 A0S 02

to avoid conflict with existing platforms i § >
0 ® ©®
*  Restore the Galaxy cab file on the new GR Node i RMC i RMC

_____________ 1 HMI | |
and migrate the Galaxy

*  Change the network address of the GR, AOS1 and

AOS2 platform objects to match the new node names
* Deploy the GR Platform
* Deploy AOS1 Platform without selecting the cascade Deploy option
* Deploy AOS2 Platform without selecting the cascade Deploy option
* Deploy redundant engine including the partner engine

*  Ensure that new Galaxy is operational very similar to the current Galaxy

e AV=VA



Upgrade and Migration @

Parallel Galaxy Steps | Historian | NEW Galaxy
: ! Repository
¢ Setup new nodes for GR, AOS1 and AOS2 . ArchestrA Network : : >
! ! NEW NEW
* Node names and IP addresses should be different i | AOS01 AOS 02
to avoid conflict with existing platforms \?’ E{é E{é
* Restore the Galaxy cab file on the new GR Node i RMC

and migrate the Galaxy
*  Change the network address of the GR, AOS1 and
AOS2 platform objects to match the new node names
* Deploy the GR Platform
* Deploy AOS1 Platform without selecting the cascade Deploy option
* Deploy AOS2 Platform without selecting the cascade Deploy option
* Deploy redundant engine including the partner engine
*  Ensure that new Galaxy is operational very similar to the current Galaxy

*  Decommission the old Galaxy platform nodes

) AVEVA
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Upgrade and Migration

Parallel Galaxy...cont’d

°* Pros

* Simplest way of upgrading the Galaxy.
* ldeal for situations where hardware and operating system as well need an upgrade.
* Gives an opportunity to compare the old and new Galaxy operations side by side.

 No downtime, old Galaxy can be decommissioned only after ensuring that new Galaxy is completely
operational.

e Cons

 Asthe node names get changed for the platform nodes, scripts ( that reference the nodes by name), need to be
updated as well.

* If asame PLCis referenced by both the Galaxies, objects in both Galaxies may write to the PLC items.

AV=VA
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Upgrade and Migration

In-place Rolling Upgrade Steps

Undeploy the GR Platform
Upgrade the GR Node by installing higher version

of the Application Server software

~i Deployment

El- g TestGalaxy
- [C3) Unassigned Host

B

EI lj ADS2

AOS1

&p RedundantEngine

El- 41 Area_001

- @ UserDefined_001

RedundantEngine (Backup)

AV=VA



Upgrade and Migration

Connect To Galaxy
In-place ROIIIﬂg Upgrade Steps Galaxy TestGalaxy is an older version (6150.0474.2064.4).
This galaxy database, including all its objects, will be
¢ Undeploy the GR Platform compacted then migrated to the installed version
(6430.0474.2146.1).
. Upgrade the GR Node by installing higher version Please launch ArchestrA Log Viewer to monitor the migration
progress.

of the Application Server software
Do you want to migrate now?

* Launch IDE and migrate the Galaxy

o AV=VA



Migrate Galaxy

Successfully migrated galaxy TestGalaxy on TESTGR. Please review the details below.

Upgrade and Migration

Details ~

8/28/2023 8:32:44 AM Default ASE Service instance has been created and started.
I n - p I a Ce RO I I i ng U pg ra d e Ste ps 8/28/2023 8:32:44 AM Default Alarm Priority has been loaded successfully.
8/28/2023 8:32:44 AM Default Credential types are successfully loaded.
8/28/2023 8:32:45 AM Migrating ArchestrA App - ‘MapApp.aaPKG
8/28/2023 8:32:49 AM Migrating ArchestrA App - ‘InSightApp.aaPKG
° U ndeploy the GR Platform 8/28/2023 8:32:52 AM Migrating ArchestrA App - 'NavigationApp.aaPK&
8/28/2023 8:32:55 AM Importing ArchestrA App - WWWebAppControls.aaPKG

° Upgrade the GR Node by |nsta|||ng h|gher Vers|on £/28/2023 8:32:59 AM Migrating ArchestrA App - AlarmApp.aaPKG’

8/28/2023 8:33:02 AM Migrating ArchestrA App - ‘ContentPresenterApp.aaPHKG

. . 8/28/2023 8:33:04 AM Migrating ArchestrA App - 'HamburgerApp.aaPKG
of the Appl ication Server software 8/28/2023 8:33:07 AM Migrating ArchestrA App - HistoricalTrendApp.aaPKG'
8/28/2023 8:33:10 AM Migrating ArchestrA App - TitleBarApp.aaPKG’
° La u nCh | DE and m |grate the Ga |axy 8/28/2023 8:33:13 AM Migrating ArchestrA App - ‘DocViewerApp.aaPKG

8/28/2023 8:33:16 AM Migrating ArchestrA App - ‘PDFViewerApp.aaPKG
8/28/2023 8:33:18 AM Migrating ArchestrA App - 'SpreadsheetViewerApp.aaPHG'

® 8/28/2023 8:33:21 AM Migrating ArchestrA App - ImageViewerApp.aaPHG
8/28/2023 8:33:24 AM Migrating ArchestrA App - ‘GraphicRepeaterApp.aaPKG -
4 3
[
00:10:56.360
[
[
[ ]
[ ]

: AVEVA
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Upgrade and Migration

In-place Rolling Upgrade Steps

Undeploy the GR Platform

Upgrade the GR Node by installing higher version

of the Application Server software

Launch IDE and migrate the Galaxy

Ensure that all the other deployed instances on AOS1
and AOS2 are flagged as Software Update Pending (SUP)

[T:]
1

Deployment

v 4P TestGalaxy
O Unassigned Host
v B a0s
v B® RedundantEngine
» BN Area_001
v B aos2
B} RedundantEngine (Backup)
0 cr
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Upgrade and Migration

*? Deployment

i f‘éb TestGalaxy

In-place Rolling Upgrade Steps 0 Unassigned Host
v M5 A0S
* Undeploy the GR Platform v BB RedundantEngine
* Upgrade the GR Node by installing higher version > B Area 001
of the Application Server software v B ango
*  Launch IDE and migrate the Galaxy B RedundantEngine (Backup)
*  Ensure that all the other deployed instances on AOS1 A 6r

and AOS2 are flagged as Software Update Pending (SUP)
Deploy the GR Platform

AV=VA
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Upgrade and Migration

In-place Rolling Upgrade Steps

*? Deployment

w f@> TestGalaxy
O Unassigned Host

Undeploy the GR Platform v & Aosi
~ @? RedundantEngine
Upgrade the GR Node by installing higher version s B Ares 001
of the Application Server software v B§ Ao0s2
Launch IDE and migrate the Galaxy ]'E} RedundantEngine (Backup)
A Gr

Ensure that all the other deployed instances on AOS1
and AOS2 are flagged as Software Update Pending (SUP)
Deploy the GR Platform

Upgrade the AOS2 platform which is running the stand

by engine with higher version of the Application Server software

AV=VA



Edit

» Templates v X Deploy 1 objects

> <.-@> TestGalaxy

Upgrade and Migration =

[[] Cascade deploy

In-place Rolling Upgrade Steps Ofemplates| = orephis
[ D o R Deployed objects
¢ Undeploy the GR Platform T
~ B apsi [[] Preserve runtime changes
* Upgrade the GR Node by installing higher version T e e
of the Application Server software v %fg‘ S .@;.gc”
Deploy status mismatch () Off scan

* Launch IDE and migrate the Galaxy

[] Mark as deployed

*  Ensure that all the other deployed instances on AOS1 Note:

and AOS2 are flagged as Software Update Pending (SUP) s

*  Deploy the GR Platform
*  Upgrade the AOS2 platform which is running the stand
by engine with higher version of the Application Server software
*  Verify that platform object of AOS2 is in the undeployed state in the deployment tab
*  Deploy the AOS2 platform by not selecting the “Cascade Deploy” option

o AV=VA



Upgrade and Migration Deploying Obiects

Deploy complete. Please review the details below.

In-place Rolling Upgrade Steps

Details A
. Undeploy the GR Platform 8/28/2023 10:38:00 AM Validating connected galaxy...
8/28/2023 10:38:01 AM Validating GRNodelnfo...
. Upgrade the GR Node by installing higher version 8/28/2023 10:38:01 AM Checking whether objects being deployed require software upgrade...
8/28/2023 10:38:01 AM Sorting and Validating 1 object(s) starting from ADS2 hosted by platform ADS2 for de
of the Application Server software 8/28/2023 10:38:01 AM Deploying 1 Platform(s) starting with AOS2 hosted by TestGalaxy
8/28/2023 10:39:28 AM [SUCCESS] Deploy Completed: Deployed 1 object(s) out of a total 1 selected object(s
* Launch IDE and migrate the Galaxy 8/28/2023 10:39:28 AM Optimizing the galaxy database...
4 3
*  Ensure that all the other deployed instances on AOS1
and AOS2 are flagged as Software Update Pending (SUP) 00:01:27.782

*  Deploy the GR Platform
*  Upgrade the AOS2 platform which is running the stand
by engine with higher version of the Application Server software
*  Verify that platform object of AOS2 is in the undeployed state in the deployment tab
*  Deploy the AOS2 platform by not selecting the “Cascade Deploy” option

o AV=VA
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Upgrade and Migration

*? Deployment

In-place Rolling Upgrade Steps v & TestGalaxy
* Undeploy the GR Platform . E:EEIMEHHH
* Upgrade the GR Node by installing higher version v ?%lelr“ctf:m
of the Application Server software v & g}niiilLII‘u:IE.I'utEr.;lir.e[E.E:l:up]
*  Launch IDE and migrate the Galaxy & or

Ensure that all the other deployed instances on AOS1

and AOS2 are flagged as Software Update Pending (SUP)

Deploy the GR Platform

Upgrade the AOS2 platform which is running the stand

by engine with higher version of the Application Server software

Verify that platform object of AOS2 is in the undeployed state in the deployment tab
Deploy the AOS2 platform by not selecting the “Cascade Deploy” option

AV=VA



Upgrade and Migration

In-place Rolling Upgrade Steps

* Undeploy the GR Platform

* Upgrade the GR Node by installing higher version
of the Application Server software

* Launch IDE and migrate the Galaxy

*  Ensure that all the other deployed instances on AOS1
and AOS2 are flagged as Software Update Pending (SUP)

*  Deploy the GR Platform

*  Upgrade the AOS2 platform which is running the stand

= Templates ~

Help

x Deploy 3 objects

» <P TestGala i
& ) General InTouchViewApp

Deployment defaults

Templates <, Graphics
¢ Deployment ~ n x Deployedobjects
v P TesiGalaxy O skip Force off scan
EI'_: Unassigned Host (@ Deploy changes [] Preserve runtime changes
~ B A0S
il @? RedundantEngine
> B Area 001 ) .
~ [B Aosz Undeployed objects Initial scan state
H# RedundantEngine (Backup) Deployuew ObiECTS @ On scan
8 Gr
b Deploy status mismatch () Off scan

[] Mark as deployed

Note:
Deploying a host object will force a redeploy of all hosted objects.

Cancel | Deploy

by engine with higher version of the Application Server software

*  Verify that platform object of AOS2 is in the undeployed state in the deployment tab

*  Deploy the AOS2 platform by not selecting the “Cascade Deploy” option

*  Deploy the backup engine with “Cascade Deploy” option pre-selected

AV=VA



Upgrade and Migration

In-place Rolling Upgrade Steps

Archestra
* Undeploy the GR Platform
ploy The hosted objects under the partner engine are in Software
Upgrade Required (SUR) state.The hosted objects will be
forced to deploy during deployment of redundant application
engine(s).

of the Application Server software Do you wish to continue deployment?

* Upgrade the GR Node by installing higher version

* Launch IDE and migrate the Galaxy cancel “
*  Ensure that all the other deployed instances on AOS1
and AOS2 are flagged as Software Update Pending (SUP)
*  Deploy the GR Platform
*  Upgrade the AOS2 platform which is running the stand
by engine with higher version of the Application Server software
*  Verify that platform object of AOS2 is in the undeployed state in the deployment tab
*  Deploy the AOS2 platform by not selecting the “Cascade Deploy” option

*  Deploy the backup engine with “Cascade Deploy” option pre-selected

o AV=VA



Deploying Objects

U pg 'a d e an d M Ig rat | on Deploy complete. Please review the details below.

Details ~

In-place Rolling Upgrade Steps

8/28/2023 10:42:13 AM Validating connected galaxy...
8/28/2023 10:42:14 AM Validating GRNodelnfo...
8/28/2023 10:42:14 AM Checking whether objects being deployed require software upgrade...
°
U ndeploy the G R Platform 8/28/2023 10:42:14 AM Sorting and Validating 3 object(s) starting from RedundantEngine hosted by platform
8/28/2023 10:42:19 AM Deploying 1 Engine(s) starting with RedundantEngine hosted by AOS2

¢ U pgrade the G R NOde by InStalllng h Igher version 8/28/2023 10:42:45 AM Deploying 1 Area(s) starting with Area_001 hosted by RedundantEngine
8/28/2023 10:42:55 AM Deploying 1 Automation Object(s) starting with UserDefined_001 to the RedundantEn
of the Appl ication Server software 8/28/2023 10:42:58 AM Placing 2 automation Objects OnScan starting with Area_001 hosted by RedundantEn
8/28/2023 10:42:59 AM [SUCCESS] Deploy Completed: Deployed 2 object(s) out of a total 2 selected object(s
° Launch IDE and mlgrate the Galaxy 8/28/2023 10:42:59 AM Optimizing the galaxy database...
4 »

*  Ensure that all the other deployed instances on AOS1
and AOS2 are flagged as Software Update Pending (SUP) 00:00:45.453
*  Deploy the GR Platform
*  Upgrade the AOS2 platform which is running the stand
by engine with higher version of the Application Server software
*  Verify that platform object of AOS2 is in the undeployed state in the deployment tab
*  Deploy the AOS2 platform by not selecting the “Cascade Deploy” option

*  Deploy the backup engine with “Cascade Deploy” option pre-selected

) AVEVA



Upgrade and Migration

E%ﬂerationslﬁontrolManagementConsoIe(TESTAO Engine Mame Engine Status Engine Identity  Partner Status
. ) Operations Integration Server Manager . .
I n_place RO I I I ng U pg ra d e Vs CO nt d L:g Viewer d 9 %RedundantEngme Running On Scan
w [0 Platform Manager
. . . v c_-@> TestGalaxy[DefaultUser]
Ensure that the engine is listed as B GRITESTGR]
@B AQST [TESTAOST]
“Running On Scan” under AOS2 in SMC Platform e
Manager

e AV=VA



Upgrade and Migration

*¢ Deployment v 4%
In-place Rolling Upgrade ...cont’d

b <§> TestGalaxy
Ensure that the engine is listed as 03 Unassigned Host

v & A0S
“Running On Scan” under AOS2 in SMC Platform = .
~ B® RedundantEngine
Manager > § Area_001
Upgrade the AOS1 Platform Node with higher v (§ Aos2
: o @ RedundantEngine (Backup)
version of the Application Server software ® or

Ensure that platform object of AOS1 is in the
undeployed state in the Deployment tab in IDE

AV=VA



Upgrade and Migration

In-place Rolling Upgrade ...cont’d

Ensure that the engine is listed as

“Running On Scan” under AOS2 in SMC Platform
Manager

Upgrade the AOS1 Platform Node with higher

version of the Application Server software

Ensure that platform object of AOS1 is in the

undeployed state in the Deployment tab in IDE

Deploy the AOS1 platform with no cascade deploy option

Page
54

7t Templates v o= Deploy 1 objects
> db TestGalaxy
Ik General InTouchViewApp
Deployment defaults
[] Cascade deploy /
|
TyTemplates 9, Graphics Include redundant partner
*¢ Deployment ~ 3 ox Deployed objects
~ 4P TestGalaxy Skip Force off scan
[ Unassigned Host — S . H
v 5 Aosi Deploy changes [ Preserve runtime changes
~ W RedundantEngine ® Redeploy
> @1 Area_D01
~ [§ aos2 Undeployed objects Initial scan state
@ RedundantEngine (Backup) )
@ or Deploy new objects ® 0On scan
Deploy status mismatch (O oOff scan

[ Mark as deployed

Note:
Deploying a host object will force a redeploy of all hosted objects

e

AV=VA
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Upgrade and Migration

In-place Rolling Upgrade ...cont’d

Ensure that the engine is listed as

“Running On Scan” under AOS2 in SMC Platform
Manager

Upgrade the AOS1 Platform Node with higher

version of the Application Server software

Ensure that platform object of AOS1 is in the

undeployed state in the Deployment tab in IDE

Deploy the AOS1 platform with no cascade deploy option

=]
|

Deployment

Pt @ TestGalaxy
O Unassigned Host

~ [ A0S
~ B® RedundantEngine
> $1 Area_001
v [ ADs2
B RedundantEngine (Backup)
& or

b 4
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Upgrade and Migration

In-place Rolling Upgrade ...cont’d

Ensure that the engine is listed as

“Running On Scan” under AOS2 in SMC Platform
Manager

Upgrade the AOS1 Platform Node with higher

version of the Application Server software

Ensure that platform object of AOS1 is in the

undeployed state in the Deployment tab in IDE

Deploy the AOS1 platform with no cascade deploy option

7t Templates v 1o

> 4P TestGalaxy

i Templates 2, Graphics

*¢? Deployment v X

e <Q) TestGalaxy
[ Unassigned Host
~ (B aosi
~ @ RedundantEngine
v {1 Area_001
& UserDefined_001
v [§ aosz
@ RedundantEngine (Backup)
@ cr

Deploy the primary engine under AOS1 with cascade deploy option

Page
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Deploy 1 objects

General InTouchViewApp

Deployment defaults

Cascade deploy

Include redundant partner

Deployed objects
Skip
Deploy changes

@® Redeploy

Undeployed objects

Deploy new objects

Deploy status mismatch

[] Mark as deployed

MNote:
Deploying a host object w

Force off scan

[ Preserve runtime changes

Initial scan state
On scan

® Off scan

force a redeploy of all hosted objects

‘ Cancel | Deploy

AV=VA



Upgrade and Migration

Deploying Objects

Deploy complete. Please review the details below.

In-place Rolling Upgrade ...cont’d

. .. Details A
Ensure that the engine is listed as
8/28/2023 12:27:04 PM Validating connected galaxy...

”Running On Scan” under AOSZ |n SMC Platform 8/28/2023 12:27:04 PM Validating GRMNodelnfo...

8/28/2023 12:27:04 PM Checking whether objects being deployed require software upgrade...

8/28/2023 12:27:04 PM Sorting and Validating 1 object(s) starting from RedundantEngine hosted by platform
M d nage r 8/28/2023 12:27:05 PM Deploying 1 Engine(s) starting with RedundantEngine hosted by ADS1
. . 8/28/2023 12:27:24 PM [SUCCESS] Deploy Completed: Deployed 1 object(s) out of a total 1 selected object(s
Upgrade the AOS1 Platform Node with hlgher 8/28/2023 12:27:24 PM Optimizing the galaxy database...
version of the Application Server software ‘ '
Ensure that platform object of AOS1 is in the 00:00:20.094

undeployed state in the Deployment tab in IDE
Deploy the AOS1 platform with no cascade deploy option
Deploy the primary engine under AOS1 with cascade deploy option

o AV=VA
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Upgrade and Migration

In-place Rolling Upgrade ...cont’d

Ensure that the engine is listed as

“Running On Scan” under AOS2 in SMC Platform

Manager

Upgrade the AOS1 Platform Node with higher

version of the Application Server software

Ensure that platform object of AOS1 is in the

undeployed state in the Deployment tab in IDE

Deploy the AOS1 platform with no cascade deploy option

Deploy the primary engine under AOS1 with cascade deploy option

*¢ Deployment v 4ox

A <Q> TestGalaxy
[ Unassigned Host

v [ ao0st
v @# RedundantEngine
v i Area_001
@ UserDefined_001
v [§ aosz
{8 RedundantEngine (Backup)
& &R
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Upgrade and Migration

In-place Rolling Upgrade ...cont’d

@ Operations Control Management Con Engine Name Engine Status Engine [dentity  Partner Status Partner Platform
8 Galaxy Database Manager ﬂgRedundantEngine Running On Scan Backup Standby - Ready AOS1

Ensure that the engine is listed as f"’e;jt‘“"”teg”““ server Man
og Viewer
w LB Platform Manager
“ i " H R (< ala au SEr
Running On Scan” under AOS2 in SMC Platform @ petaly Dot

[ AOST [TESTAOS1]

Manager (B AOS2[TESTAOS2]
Upgrade the AOS1 Platform Node with higher
version of the Application Server software

Ensure that platform object of AOS1 is in the

undeployed state in the Deployment tab in IDE
Deploy the AOS1 platform with no cascade deploy option
Deploy the primary engine under AOS1 with cascade deploy option

Ensure that the partner engine already running on AOS2 recognized the just deployed engine on AOS1 with its partner
status as “Standby-Ready”

e AV=VA



Upgrade and Migration

In-place Rolling Upgrade ...cont’d

E Operations Control Management Con| | Engine Name Engine Status Engine ldentity  Partner Status Partner Platform

= Galaxy_Database Ma.nager @RedundantEngine Running On Scan Primary Standby - Ready AQS2
[&] Operations Integration Server Man

Ensure that the engine is listed as Log Viewer
~ [P Platform Manager
“Running On Scan” under AOS2 in SMC Platform v T Dt

[{ A0S1[TESTAOST]

Ma nager [ ADS2 [TESTAOSZ]
Upgrade the AOS1 Platform Node with higher
version of the Application Server software

Ensure that platform object of AOS1 is in the

undeployed state in the Deployment tab in IDE
Deploy the AOS1 platform with no cascade deploy option
Deploy the primary engine under AOS1 with cascade deploy option

Ensure that the partner engine already running on AOS2 recognized the just deployed engine on AOS1 with its partner
status as “Standby-Ready”

Force failover the engine from AOS2 to AOS1 so that it moves back to the original state

o AV=VA
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Upgrade and Migration

In-place Rolling Upgrade...cont’d

* Pros

* Seamless upgrade of the Galaxy.

e Operators at HMI stations continue to visualize the plant data while the upgrade is in progress in the
background.

e Cons

* |In case the systems need hardware and operating system upgrade as well, it is risky to perform an in place
upgrade of hardware and operating system.

AV=VA
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Upgrade and Migration

i Historian i Galaxy
' ' Repository
i ArchestrA Network |
Node Replacement Upgrade Steps < ->
i AOSO01
. Failover the active engine running on AOS1 to AOS2 !
. @
l RMC
. RMC
°
’ @ Archestri System Management Cons Engine Name Engine Status Engine Identity  Partner Status Partner Platform
& Operations Integration Server Man ; - . .
Log Viewer ﬂgRedundantEngme Running On Scan Backup Standby - Ready AQS1
b4 Platform Manager
w @ TestGalaxy[DefaultUser]
[ GR[TESTGR]
° @ AQST [TESTAQST - local]
[ AOS2 [TESTAOS2]
°
°
°

: AVEVA
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Upgrade and Migration

Node Replacement Upgrade Steps

Failover the active engine running on AOS1 to AOS2
Decommission the GR and AOS1 node, then remove

them from the network to avoid the conflict

Historian

i ArchestrA Network

On Scan
AOS 02

-

AV=VA



Page
65

@

Historian

Upgrade and Migration

ArchestrA Network

Node Replacement Upgrade Steps

i On Scan

i A0S 02
*  Failover the active engine running on AOS1 to AOS2
Decommission the GR and AOS1 node, then remove E@)

them from the network to avoid the conflict

e Ensure that the engine is “Running On Scan” on AOS2 B Registry Editor

File Edit View Favorites Help

— O *

*  On AOS2 node export the registry key

Computer\HKEY_LOCAL_MACHINE\SOFTWAREVWOWE432MNode\ ArchestrAhFramework\Platform’\PlatformModes\ Platform3

“HKEY_LOCAL_MACHINE\SOFTWARE\WOW®6432Node O 1 iatom

v PlatformModes

\ArchestrA\Framework\Platform\PlatformNodes\Platform3” into .reg file. P orm?

: : Platform2
° Platform3

Historian
Install
Mslinstall
i O5ConfigurationUtility
= ) ProductionServices
) WebApplications
L. WonderwareApplicationManager
° AVEVA
. Classes
Clients
i . dotnet
, FLEXIm License Manager
Intel
Microsoft

-

Mame

ab| (Default)
74 1d
a_h]Machine

24 MasterBuildNu...
‘.’.ﬂMlnorBuildNum...

8| MxPort
ab|Name

‘-'-ﬂ PmcPort
‘.’.ﬂ SmcPort

a_"] StoreFwdDir

‘.’.ﬂ StoreFwdRedun...

Type

pce ©7

I
]
f
f
I
I
]
]
f
f

Data

[P P —]
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Upgrade and Migration

=

Historian

Node Replacement Upgrade Steps - . : >
| OnScan . UPGRADED | UPGRADED
*  Failover the active engine running on AOS1 to AOS2 AOS 02 A0S 01 GalaxyRep
¢ Decommission the GR and AOS1 node, then remove E{é} E@} E@\
them from the network to avoid the conflict RMC

Page
66

_________________

Ensure that the engine is “Running On Scan” on AOS2

On AOS2 node export the registry key
“HKEY_LOCAL_MACHINE\SOFTWARE\WOW®6432Node
\ArchestrA\Framework\Platform\PlatformNodes\Platform3” into .reg file.
Setup the new computers for GR and AOS1 nodes with

exactly the same names and IP addresses as the old

systems. Install the higher version of Application Server

AV=VA
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Historian

Upgrade and Migration

Node Replacement Upgrade Steps - . : >
| OnScan . UPGRADED | UPGRADED
*  Failover the active engine running on AOS1 to AOS2 A% 02 A0S 01 Caloxyfep
¢ Decommission the GR and AOS1 node, then remove E@) E@)} g@
them from the network to avoid the conflict RMIC
- Ensure that the engine is “Running On Scan” on AOS2 e
¢ On AOS2 node export the registry key Galaxy Database Manager
“HKEY_LOCAL_MACHINE\SOFTWARE\WOW6432Node e backup file was made using a priorrelease of the
\ArchestrA\Framework\Platform\PlatformNodes\Platform3” into .reg file. L fﬁIF;‘.’.Zi’TJﬁafi‘;i;ﬁ;’fﬁi&.if.“Z%‘;E%%ﬁ‘?glg'?
e Setup the new computers for GR and AOS1 nodes with version the frs Hime 8 uter connéets to ftva the IDE.
exactly the same names and IP addresses as the old Are you sure you want to continue?
systems. Install the higher version of Application Server — .

o AV=VA
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Historian

Upgrade and Migration

ArchestrA Network

*  Failover the active engine running on AOS1 to AOS2

Node Replacement Upgrade Steps . >
UPGRADED ' UPGRADED
AOS 01 i GalaxyRep

----- ® &

them from the network to avoid the conflict | RMC

. Decommission the GR and AOS1 node, then remove

_________________

e Ensure that the engine is “Running On Scan” on AOS2

*  On AOS2 node export the registry key Connect To Galaxy
“HKEY LOCAL MACH|NE\SO FTWAR E\WOW6432Node Galaxy TestGalaxy is an older version (6150.0474.2064.4).
- - This galaxy database, including all its objects, will be
\ArchestrA\Framework\Platform\PlatformNodes\Platform3” into .reg file. compacted t:ge:gngated to the installed version
° Setup the new computers for GR and AOS1 nodes with E:ngss:gunch ArchestrA Log Viewer to monitor the migration

exactly the same names and IP addresses as the old Do you want to migrate now?

systems. Install the higher version of Application Server
Mo Yes

*  Restore the Galaxy CAB file on the new GR Node & migrate the Galaxy

o AV=VA



Upgrade and Migration &

Historian
Node Replacement Upgrade Steps . ArchestrA Network i ’On o T T e

. Failover the active engine running on AOS1 to AOS2 A0 ACS 01 caloxyRep

*  Decommission the GR and AOS1 node, then remove E@) E@} ?@

them from the network to avoid the conflict RMC

. Ensure that the engine is “Running On Scan” on AOS2 e— . 4,( ______________

*  On AOS2 node export the registry key P e | DcPloy 1 obiects
“HKEY_LOCAL_MACHINE\SOFTWARE\WOW6432Node m:ymp S| P
\ArchestrA\Framework\Platform\PlatformNodes\Platform3” into .reg file. e peployment defeuits

*  Setup the new computers for GR and AOS1 nodes with : ?:f] EEL s s

exactly the same names and IP addresses as the old
systems. Install the higher version of Application Server [ Breserve runtime changes
*  Restore the Galaxy CAB file on the new GR Node & migrate the Galaxy Undeployed objects Initial scan state
*  Notice the presence of Software Update Pending (SUP) state on the objects entoy stetes mismeteh g i:fs:cz
under AOS1 and AOS2 platforms () Mark as deployed
*  Onthe GR Node import the .reg file that was created earlier and deploy the GR Node platform e
=3

; AVZVA
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Upgrade and Migration

Node Replacement Upgrade Steps

*  Failover the active engine running on AOS1 to AOS2
. Decommission the GR and AOS1 node, then remove
them from the network to avoid the conflict
e Ensure that the engine is “Running On Scan” on AOS2
*  On AOS2 node export the registry key
“HKEY_LOCAL_MACHINE\SOFTWARE\WOW®6432Node
\ArchestrA\Framework\Platform\PlatformNodes\Platform3” into .reg file.
*  Setup the new computers for GR and AOS1 nodes with
exactly the same names and IP addresses as the old
systems. Install the higher version of Application Server
*  Restore the Galaxy CAB file on the new GR Node & migrate the Galaxy
*  Notice the presence of Software Update Pending (SUP) state on the objects
under AOS1 and AOS2 platforms

@

Historian

ArchestrA Network

[ Registry Editor

File Edit View Favorites Help

_____

_________________

; —_
UPGRADED i UPGRADED
AOS 01 : GalaxyRep

-8

- O X

Computer\HKEY_LOCAL_MACHINE\SOFTWARE\WOWB432Node\ArchestrAl\Framework\Platform'\PlatformModes'\Platform3

W

Install

Logger
ObjectToolkit
Patch

Pim

Platform

v PlatformMNodes

Platform3
substructure
Histaorian
Industrial Graphics
Install
M5lInstall
05ConfigurationUtility

ProdurtinnServices

*  Onthe GR Node import the .reg file that was created earlier and deploy the GR Node platform

Ll

MName

ab| (Default)
Wa)ld

ab| Machine

We| MasterBuildNu...
#ig| MinorBuildMum...

e MxPort
ab|Name
Wa|PmcPort
13| SmcPort

ab| StareFwdDir

#e|StoreFwdRedun...

Type

REG_SZ
REG_DWORD
REG_SZ
REG_DWORD
REG_DWORD
REG_DWORD
REG_SZ
REG_DWORD
REG_DWORD
REG_SZ
REG_DWORD

Data

(value not set)
(00000003 (3)
TestAQS2
0x00001676 (5730)
0x0000074a (1866)
0x000013a2 (5026)
AQS2

0x00007530 (30000)
(0x00007531 (30001)

(0000738 (32568)

AV=VA
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Historian

Upgrade and Migration

*  Failover the active engine running on AOS1 to AOS2

NOde Replacement Upgrade Steps ArchestrA Network . | R
UPGRADED | UPGRADED
AOS 01 E GalaxyRep

----- ® &

them from the network to avoid the conflict . RMC

_________________

. Decommission the GR and AOS1 node, then remove

e Ensure that the engine is “Running On Scan” on AOS2
*  On AOS2 node export the registry key *c Deployment v 1 x
“HKEY_LOCAL_MACHINE\SOFTWARE\WOW®6432Node

s f—‘.} TestGalaxy
\ArchestrA\Framework\Platform\PlatformNodes\Platform3” into .reg file.

* O Unassigned Host
e Setup the new computers for GR and AOS1 nodes with > BE A0S
exactly the same names and IP addresses as the old > B a0s2?
A GR

systems. Install the higher version of Application Server
*  Restore the Galaxy CAB file on the new GR Node & migrate the Galaxy
*  Notice the presence of Software Update Pending (SUP) state on the objects
under AOS1 and AOS2 platforms
*  Onthe GR Node import the .reg file that was created earlier and deploy the GR Node platform

: AVEVA
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Upgrade and Migration

Historian Galaxy
i | Repository
Node Replacement Upgrade Steps L ArchestrA Network _ — : =
| S hosor L Gosey | UreReDE 4 e
. Failover the active engine running on AOS1 to AOS2
*  Decommission the GR and AOS1 node, then remove T E@) E@) E@%} E‘?)
them from the network to avoid the conflict _____ RMC RMC
e Ensure that the engine is “Running On Scan” on AOS2 Ef’“""%'e?ni@{?f“'”"' _________________ e P .
*  On AOS2 node export the registry key amhﬂtmén_:;m‘ja; Galaxy Database Manager :
“HKEY_LOCAL_MACHINE\SOFTWARE\WOW6432Node > ;‘;ﬁv = The backup file was made using a prior release of the
\ArchestrA\Framework\Platform\PlatformNodes\Platform3” into .reg fil ~#1= = . £ fﬁIF;‘.’.Zi’TJﬁafi‘;i;ﬁ;’fﬁi&.if.“Z%‘;E%%i?i‘?glg'i .
*  Setup the new computers for GR and AOS1 nodes with § : % Isfsiiar;t?cﬁzsf?r:zi’lclint:: ;ni_lgsr:rtecgnnr:epciﬁr::uei‘: :Fattw: :Bsat.a”atmnls
exactly the same names and IP addresses as the old \ Are you sure you want to continue?
systems. Install the higher version of Application Server @ ne ehanges
*  Restore the Galaxy CAB file on the new GR Node & migrate the Galaxy = =
*  Notice the presence of Software Update Pending (SUP) state on the objects
under AOS1 and AOS2 platforms O Markas deployed )

Mote:

*  Onthe GR Node import the .reg file that was created earlier and deploy the GR N«

[ |
L |
Page —
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Upgrade and Migration

ArchestrA Network

Node Replacement Upgrade...cont’d UPGRADED 1 yRep

*  On AOS2 node ensure that the new GR is listed as On Scan

________________ ]
°
® 9 SMC - [ArchestrA System Management Console (TESTAOS2)\Platform Manager\ TestGalaxy[ DefaultUser]]
° File Action View Help
= | 2@z HE K
° ﬁ' ArchestrA System Management Cons|| platform Name Mode Mame Platform ID Platform Status
Epe:‘?‘tmns Integration Server Man \BGR TESTGR 1 Running On Scan
° B Log Viewer ER A0s2 TESTAQS2 3 Running On Scan
v Platform Manager
v g TestGalaxy[DefaultUser]
[ GR[TESTGR]
Bk A0S2 [TESTAQS2 - local]
°
°
°
°

& AV=VA
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Upgrade and Migration

Node Replacement Upgrade...cont’d

*  On AOS2 node ensure that the new GR is listed as On Scan

Undeploy the AOS1 with “On Failure Mark as Undeployed” option

Ensure that AOS1 platform/all objects under it are undeployed

i ArchestrA Network

=

Historian

—_N
i On Scan ! UPGRADED i UPGRADED
i AOS 02 | AOS 01 : GalaxyRep
~B B B
RMC
*? Deployment v oox

A f—@) TestGalaxy

* O Unassigned Host
v BB A0S

b '13:;3 RedundantEngine

~ B8 Area_001
@ UserDefined_001

> B Aosz

@ or
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Upgrade and Migration

Node Replacement Upgrade...cont’d

*  On AOS2 node ensure that the new GR is listed as On Scan

* Undeploy the AOS1 with “On Failure Mark as Undeployed” option
*  Ensure that AOS1 platform/all objects under it are undeployed

*  Deploy the AOS1 platform without selecting the “Cascade Deploy”

=

Historian

ArchestrA Network

‘emplates 9, Graphics

Deployment

v dp TestGalaxy
» O Unassigned Host
~ (B A0s1
B EQ? RedundantEngine
v B Area_001
B UserDefined_001

Aodel - Tagna . *% Deployment

Deploy 1 objects

_
UPGRADED UPGRADED
AOS 01 GalaxyRep

P —m—m———

General InTouchViewApp

Deployment defaults
[[] Cascade deploy

Deployed objects

Undeployed objects

Deploy status mismatch

[] Warkas deployed

MNote:

i Derivation

[] Preserve runtime changes

Initial scan state
(® Onscan
(O Off scan

| Cancel | Deploy
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Upgrade and Migration

ArchestrA Network

Node Replacement Upgrade...cont’d UPGRADED 1 yRep

P —m—m———

*  On AOS2 node ensure that the new GR is listed as On Scan

* Undeploy the AOS1 with “On Failure Mark as Undeployed” option

________________ I
*  Ensure that AOS1 platform/all objects under it are undeployed e v B x
Deploying Objects
. H 7] ” " ctGalayy
*  Deploy the AOS1 platform without selecting the “Cascade Deploy @ Testoalany
> O Unassigned Host Deploy complete. Please review the details below.
° v [E aosi
v @ RedundantEngine
. v B Area 001 Details ~
R UserDefined_001
° > B aps? 9/21/2023 7:37:15 PM Validating GRModelnfo.. -
B er 9/21/2023 7:37:15 PM Checking whether objects being deployed require software upgrade...
9/21/2023 7:37:15 PM Sorting and Validating 1 object(s) starting from ADS1 hosted by platform AQS1 for
9/21/2023 7:37:15 PM Deploying 1 Platformy(s) starting with AOS1 hosted by TestGalaxy
° 9/21/2023 7:38:29 PM [SUCCESS] Deploy Completed: Deployed 1 object(s) out of a total 1 selected object
q »
° 00:01:15.094
]
[ ]

e AV=VA
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Upgrade and Migration

Node Replacement Upgrade...cont’d

*  On AOS2 node ensure that the new GR is listed as On Scan
* Undeploy the AOS1 with “On Failure Mark as Undeployed” option
*  Ensure that AOS1 platform/all objects under it are undeployed

*  Deploy the AOS1 platform without selecting the “Cascade Deploy”
*  On AOS2 ensure the new AOS1 is On Scan in Platform Manager

=

Historian

ArchestrA Network

_
UPGRADED UPGRADED
AOS 01 GalaxyRep

P —m—m———

ﬂ SMC - [ArchestrA System Management Consele (TESTAOS2)\Platform Manager\TestGalaxy[DefaultUser]]

File Action View Help
Lol A (NEN 7 ol

ﬁ- Archestr System Management Consi
[®] Operations Integration Server Man
Log Viewer

v Platform Manager
v @ TestGalaxy[DefaultUser]

[B GR[TESTGR]
ER AQS2 [TESTADS? - local]
[ AOS1[TESTAQST]

Platform Mame

[BGR
B 4052

B aost

MNode Name
TESTGR.
TESTAQS2
TESTAQS]

Platform ID Platform Status

1 Running On Scan
3 Running On Scan
2 Running On Scan
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Upgrade and Migration

ArchestrA Network

’ ' ons i | UPGRADED
Node Replacement Upgrade...cont’d  Cosay | UPCRADED e
*  On AOS2 node ensure that the new GR is listed as On Scan E{S} E@) %
* Undeploy the AOS1 with “On Failure Mark as Undeployed” option | - !
*  Ensure that AOS1 platform/all objects under it are undeployed T """""

. . Deploy 3 objects
*  Deploy the AOS1 platform without selecting the “Cascade Deploy”  Templates 3, Graphics
. . © Deploymen - General InTouchViewApp
*  On AOS2 ensure the new AOS1 is On Scan in Platform Manager e i
. . . . ) ?;EEL?:::IQHEU Host Deployment defaults
*  Deploy the primary engine under AOS1 with “Cascade Deploy” option v § a0
~ B? RedundantEngine
° v B Area_001 :
- AcszQ UserDefined_001 Deployed objects
@ er
[] Preserve runtime changes
Undeployed objects Initial scan state
(® Onscan
° N Deploy status mismatch (O Off scan
° [C] Mark as deployed
Note:

=]
|
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Upgrade and Migration

Node Replacement Upgrade...cont’d

*  On AOS2 node ensure that the new GR is listed as On Scan

* Undeploy the AOS1 with “On Failure Mark as Undeployed” option

*  Ensure that AOS1 platform/all objects under it are undeployed

*  Deploy the AOS1 platform without selecting the “Cascade Deploy”

*  On AOS2 ensure the new AOS1 is On Scan in Platform Manager

*  Deploy the primary engine under AOS1 with “Cascade Deploy” option

=

Historian

ArchestrA Network

! Deployment

e fl:j> TestGalaxy

> [ Unassigned Host
~ [ aos

~ M RedundantEngine

~ i Area_o01
@ UserDefined_001

> B p0s2

8 or

Deploying Objects

Deploy complete. Please review the details below .

Details

_
UPGRADED UPGRADED
AOS 01 GalaxyRep

P —m—m———

9/21/2023 7:40:41 PM Deploying 1 Engine(s) starting with RedundantEngine hosted by ADS1
9/21/2023 7:41:07 PM Deploying 1 Area(s) starting with Area_D01 hosted by RedundantEngine
9/21/2023 T:41:16 PM Deploying 1 Automation Object(s) starting with UserDefined_001 to the RedundantE
9/21/2023 7:41:18 PM Placing 2 automation Objects OnScan starting with Area_001 hosted by Redundant]
9/21/2023 T:41:19 PM [SUCCESS] Deploy Completed: Deployed 3 object(s) out of a total 3 selected object

00:00:43.421

AV=VA
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ArchestrA Network

Node Replacement Upgrade...cont’d UPGRADED 1 yRep

P —m—m———

*  On AOS2 node ensure that the new GR is listed as On Scan

* Undeploy the AOS1 with “On Failure Mark as Undeployed” option

*  Ensure that AOS1 platform/all objects under it are undeployed B oerc - Cnmtons ottt —
= - perations Lontro anagemen ONS0IE
*  Deploy the AOS1 platform without selecting the “Cascade Deploy” File Action View Help
. _ es| 2@ = HE EHDEK
’ On AOSZ ensure the new AOSl IS On Scan In Platform Manager OF'E"ati s Control Management Con|| Engine Name Engine Status Engine Identity  Partner Status Partner Platform
v 8 Galady Database Manager #RedundantEngine Running On Scan Primary UnDeployed/UnKnown AQS2

*  Deploy the primary engine under AOS1 with “Cascade Deploy” option & TestGalary

[E] Operations Integration Server Man
*  Onthe GR Node, in the SMC Platform Manager ensure that the ;lif“'";‘ﬂ“’mg
. . . v <_13‘: TestGalaxy[DefaultUser]
engine is listed as On Scan under AOS1 B GR[TESTGR - loca]
@. AQST [TESTAOST]
° @ AQS2 [TESTAOS2]

: AVEVA
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Upgrade and Migration

i ArchestrA Network

’ | UPGRADED | UPGRADED
Node Replacement Upgrade...cont’d . A0S0 - aosor | GalaxyRep
*  On AOS2 node ensure that the new GR is listed as On Scan E{é} ————— g\é} %
* Undeploy the AOS1 with “On Failure Mark as Undeployed” option L RMC !

Ensure that AOS1 platform/all objects under it are undeployed

Deploy the AOS1 platform without selecting the “Cascade Deploy”

On AOS2 ensure the new AOS1 is On Scan in Platform Manager
Deploy the primary engine under AOS1 with “Cascade Deploy” option
On the GR Node, in the SMC Platform Manager ensure that the
engine is listed as On Scan under AOS1

Decommission AOS2 node and setup a new node with the same name

and IP address. Install higher version of Application Server software

AV=VA
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ArchestrA Network

Node Replacement Upgrade...cont’d A0S 02

_
UPGRADED UPGRADED ' UPGRADED
AOS 01 ! GalaxyRep

*  On AOS2 node ensure that the new GR is listed as On Scan

* Undeploy the AOS1 with “On Failure Mark as Undeployed” option L RMC i
*  Ensure that AOS1 platform/all objects under it are undeployed _ e
OCMC - [Operations Control Management Console]
*  Deploy the AOS1 platform without selecting the “Cascade Deploy” File Action View Help
. _ es| 2@ = HE EHDEK
* On AOSZ ensure the new AOSl IS On Scan n Platform Manager Operatigns Control Management Con Engine Name Engine 5tatus Engine [dentity  Partner Status Partner Platform
v © Galay Database Manager {&RedundantEngine Running On Scan Primary UnDeployed/UnKnown AQS2

*  Deploy the primary engine under AOS1 with “Cascade Deploy” option & TestGalary

[E] Operations Integration Server Man

* Onthe GR Node, in the SMC Platform Manager ensure that the Log Viewst

Lo Platform Manager
v <_13‘: TestGalaxy[DefaultUser]

engine is listed as On Scan under AOS1 B GR[TESTGR - loca]
@. AOST [TESTADST]
*  Decommission AOS2 node and setup a new node with the same name B A0S2 [TESTAOS2)

and IP address. Install higher version of Application Server software

: AVEVA
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Upgrade and Migration

i ArchestrA Network

Node Replacement Upgrade...cont’d v | UPGRADED L Rer
«  On AOS2 node ensure that the new GR is listed as On Scan E@} gé %
* Undeploy the AOS1 with “On Failure Mark as Undeployed” option AMC
*  Ensure that AOS1 platform/all objects under it are undeployed
Deployment v 1 ox
*  Deploy the AOS1 platform without selecting the “Cascade Deploy” v & Testcalaxy
*  On AOS2 ensure the new AOS1 is On Scan in Platform Manager D e Undeploy 1 objects
*  Deploy the primary engine under AOS1 with “Cascade Deploy” option . ?}?;L'fo
*  Onthe GR Node, in the SMC Platform Manager ensure that the R i
. ST T RedundaniEngine (Backup) Eorce off scan
engine is listed as On Scan under AOS1 B o

Decommission AOS2 node and setup a new node with the same name
and IP address. Install higher version of Application Server software

Undeploy AOS2 platform with “On Failure Mark as Undeployed” option

On failure mark as undeployed

‘ Cancel ‘ Undeploy

AV=VA
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Upgrade and Migration

ArchestrA Network

Node Replacement Upgrade...cont’d A0S 02

_
UPGRADED UPGRADED ' UPGRADED
AOS 01 ! GalaxyRep

On AOS2 node ensure that the new GR is listed as On Scan
Undeploy the AOS1 with “On Failure Mark as Undeployed” option

Ensure that AOS1 platform/all objects under it are undeployed

Deploy the AOS1 platform without selecting the “Cascade Deploy” peployment

L <‘—3> TestGalaxy
On AOS2 ensure the new AOS1 is On Scan in Platform Manager > E_%}U\ga:lfignemst
:: ®? RedundantEngine
v #fi Area_001
@ UserDefined_001

Deploy the primary engine under AOS1 with “Cascade Deploy” option

On the GR Node, in the SMC Platform Manager ensure that the v @ now
. . . B RedundantEngine (Backup)
engine is listed as On Scan under AOS1 @ or

Decommission AOS2 node and setup a new node with the same name
and IP address. Install higher version of Application Server software

Undeploy AOS2 platform with “On Failure Mark as Undeployed” option

&

Undeploying Objects

Undeploy complete. Please review the details below.

Details

9/21/2023 7:49:02 PM Validating GRModelnfo...

-8

~

-

9/21/2023 T:49:02 PM Sorting and Validating 1 object(s) starting from A0S2 hosted by platform AQS2 for
9/21/2023 7:49:02 PM Undeploying 1 Platform(s) starting with ADS2 hosted by TestGalaxy

9/21/2023 7:49:06 PM Error: Failed to undeploy AOS2 : Platform not registered on target node.
9/21/2023 T:49:06 PM [WARNING] UnDeploy Completed: UnDeployed 0 object(s) out of a total 1 selected

00:00:05.484

AV=VA
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Upgrade and Migration

ArchestrA Network

! | UPGRADED
Node Replacement Upgrade...cont’d e UPGRADED | . laxyRep
«  On AOS2 node ensure that the new GR is listed as On Scan E{é} ----- E{(?)) %
* Undeploy the AOS1 with “On Failure Mark as Undeployed” option i RMIC !
*  Ensure that AOS1 platform/all objects under it are undeployed > Tesomiey T
i : Deploy 1 objects
«  Deploy the AOS1 platform without selecting the “Cascade Deploy” B  Sraphics
Deployment ~ 4 General InTouchWiewa
*  On AOS2 ensure the new AOS1 is On Scan in Platform Manager v @ TestGalaxy "
. ) . “ ” . > D3 Unassigned Host Deployment defaults
*  Deploy the primary engine under AOS1 with “Cascade Deploy” option ~ @ aost O Cascade deploy
~ B8 RedundantEngine -
*  Onthe GR Node, in the SMC Platform Manager ensure that the T e
engine is IiSted as On Scan under AOSl 0 % 'éoi‘,zedundantEngine (Backup) Deployed Oblects
& er
*  Decommission AOS2 node and setup a new node with the same name (] Preserve runtime changes
and IP address. Install higher version of Application Server software

Undeployed objects Initial scan state
* Undeploy AOS2 platform with “On Failure Mark as Undeployed” option @ Onscan

Deploy status mismatch () Off scan

*  Deploy the new AOS2 node without the “Cascade Deploy” option

(] Mark as deployed

MNote:

==
—
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Upgrade and Migration

ArchestrA Network

! | UPGRADED
Node Replacement Upgrade...cont’d e UPGRADED | . laxyRep
*  On AOS2 node ensure that the new GR is listed as On Scan E{é} ----- g@ %
* Undeploy the AOS1 with “On Failure Mark as Undeployed” option i RMIC i
*  Ensure that AOS1 platform/all objects under it are undeployed T
. . “ ” OCMC - [Operations Centrol Management Console]
° Dep|0y the AOS]. platform W|th0ut S€|eCtIng the Cascade Dep|0y il ﬁ SMC - [ArchestrA System Management Console (TESTAOSZ)\Platform Manager\ TestGalaxy[DefaultUser]]
ne ) . )
*  On AOS2 ensure the new AOS1 is On Scan in Platform Manager pe E;;'E@th" _jr"f___ lHEp _
® Deploy the primary engine Under AOS]. With Hcascade Deploy” Option OFﬁArchestrA Systern Management Consi|| platform Mame Mode Mame Platform ID Platform Status
. v @ = Opera.tionslntegration Server Man [RGR TESTGR 1 Running On Scan
*  Onthe GR Node, in the SMC Platform Manager ensure that the i ;Tif:'::;anager & 2052 TESTAOS? 3 Running On Sean
engine is listed as On Scan under AOS1 v RS
*  Decommission AOS2 node and setup a new node with the same name Ve B AOESTAOSE o
v 4P TestGalaxy[DefaultUser]
and IP address. Install higher version of Application Server software B GRITESTGR - locall
@ AQST [TESTADST]
*  Undeploy AOS2 platform with “On Failure Mark as Undeployed” option (B AOS2[TESTAOSZ]

*  Deploy the new AOS2 node without the “Cascade Deploy” option
*  Ensure that AOS2 is listed as On Scan in the SMC Platform Manager

e AV=VA



Upgrade and Migration

| 3

Deploy 1 objects

femplates 9, Graphics

Node Replacement Upgrade...cont’d Deplyment v x| o mmowviens

v &p TestGalaxy
> O Unassigned Host Deployment defaults

* Deploy backup engine assigned under AOS2 v (8 os [_

v @ RedundantEngine =

ade deploy

v ffi Area 001 Include redundant partner
° @ UserDefined_001
v § nosz Deployed objects
@ RedundantEngine (Backup)
Skip
@ cr =K1 Force off scan
Deploy changes (] Preserve runtime changes

@® Redeploy

b Undeployed objects Initial scan state
* Deploy new objects Qn scan
Deploy status mismatch ® Off scan

(] Mark as deployed

e AV=VA



Upgrade and Migration

Deployment

~ <@> TestGalaxy

Node Replacement Upgrade...cont’d > 3 Unsssgne o

~ [B A0si
v @® RedundantEngine
. . - ‘1 rea_007
« Deploy backup engine assigned under AOS2 " o e o
~ (B Aosz
° & RedundantEngine (Backup)
@ er
°

Page
89

Deploying Objects

Deploy complete. Please review the details below.

Details ~

9/21/2023 7:58:07 PM Validating GRModelnfo... -

9/21/2023 7:58:07 PM Checking whether objects being deployed require software upgrade...

9/21/2023 7:58:07 PM Sorting and Validating 1 object(s) starting from RedundantEngine hosted by platfor

9/21/2023 7:58:07 PM Deploying 1 Engine(s) starting with RedundantEngine hosted by ADS2

9/21/2023 7:58:28 PM [SUCCESS] Deploy Completed: Deployed 1 object(s) out of a total 1 selected object
L] »

00:00:21.734

AV=VA



Upgrade and Migration

OCMC - [Dperations Control Management Conscle]

Node Replacement Upgrade...cont’d File Action View Help
= nHE = 8 E0obK
e Deploy baCkup englne aSS|gned under AOSZ Operations Control Management Con Engine Name Engine Status Engine ldentity  Partner Status
g galax}rt.Datalbatse M:nagser y @RedundantEngine Running On Scan Primary Standby - Ready
* In the SMC Platform Manager ensure that the engine is ogViewer
w [0 Platform Manager
listed as “Running On Scan” under AOS1 with v b TestGalaxy(DefaultUser]
[ GR[TESTGR - local]
. @ AOST [TESTAOST]
its partner status as “Standby-Ready” (B AOS2 [TESTAOSZ]
[ ]

AV=VA
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Upgrade and Migration

Node Replacement Upgrade...cont’d

Page
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Deploy backup engine assigned under AOS2

In the SMC Platform Manager ensure that the engine is
listed as “Running On Scan” under AOS1 with

its partner status as “Standby-Ready”

In the SMC Platform Manager ensure that the engine is
listed as “Standby-Ready” under AOS2 with

its partner status as “Active”

OCMC - [Operations Control Management Conscle]

File Action View Help

e 2@ = HE EE K

Operations Control Management Con
B Galaxy Database Manager
[®] Operations Integration Server Man
Log Viewer
w [0 Platform Manager
W <_‘3> TestGalaxy[DefaultUser]
[ GR[TESTGR - local]
[B AOS1[TESTAOST]
[ AOS2 [TESTAOSZ]

Engine Name Engine Status
tﬁRedundantEngine Standby - Ready

Engine Identity  Partner Status
Backup Active

AV=VA
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Upgrade and Migration

Node replacement upgrade...cont’d

°* Pros

* Seamless upgrade of the Galaxy

* Operators at HMI stations continue to visualize the plant data while the upgrade is in progress in the

background
* |tis possible to upgrade the hardware and operating system of platform nodes while avoiding
downtime.
* Cons
* None

AV=VA



Questions? Please remember to...

Navigate to this se

Please wait for the microphone.

State your name and company. app

Thank you!

—
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This presentation may include predictions, estimates, intentions, beliefs and other statements that
are or may be construed as being forward-looking. While these forward-looking statements
represent our current judgment on what the future holds, they are subject to risks and uncertainties
that could result in actual outcomes differing materially from those projected in these statements.
No statement contained herein constitutes a commitment by AVEVA to perform any particular action
or to deliver any particular product or product features. Readers are cautioned not to place undue
reliance on these forward-looking statements, which reflect our opinions only as of the date of this
presentation.

The Company shall not be obliged to disclose any revision to these forward-looking statements to
reflect events or circumstances occurring after the date on which they are made or to reflect the
occurrence of future events.

2023 AVEVA Group plc and its subsidiaries. All rights reserved.
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@ linkedin.com/company/aveva
O @avevagroup

ABOUT AVEVA

AVEVA is a world leader in industrial software, providing engineering and operational solutions across multiple industries,
including oil and gas, chemical, pharmaceutical, power and utilities, marine, renewables, and food and beverage. Our
agnostic and open architecture helps organizations design, build, operate, maintain and optimize the complete lifecycle
of complex industrial assets, from production plants and offshore platforms to manufactured consumer goods.

Over 20,000 enterprises in over 100 countries rely on AVEVA to help them deliver life’s essentials: safe and reliable
energy, food, medicines, infrastructure and more. By connecting people with trusted information and Al-enriched
insights, AVEVA enables teams to engineer efficiently and optimize operations, driving growth and sustainability.

Named as one of the world’s most innovative companies, AVEVA supports customers with open solutions and the
expertise of more than 6,400 employees, 5,000 partners and 5,700 certified developers. The company is headquartered
in Cambridge, UK.

Learn more at www.aveva.com

—
—
2023 AVEVA Group plc and its subsidiaries. All rights reserved. [rm—
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