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Creating a high-performing data archive
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Hardware
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System topologies

Creating a high-performing data archive starts with allocating the appropriate hardware

o How many cores do | need? How much RAM? How much storage space, and how many drives?

We have created system topologies to meet your needs (e.g., data ingress/egress rates)

For new AVEVA PI Systems, your Customer Success Manager and Account Manager will help you with sizing

For existing systems, reach out to technical support for sizing questions
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Tuning parameters and hardware

* Recall: Tuning parameters are configuration settings for the data archive
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Tuning parameters and hardware

* piarchss_ThreadCount

* Depending on the number of processors on the machine, this value may be increased so more RPC requests can
be handled simultaneously. If all the threads are busy, RPCs are queued up and processed in chronological order

e Two recommendations
o Large queries, no real-time users — 2X number of core
o Standard use-cases — Number of cores — 1

* Ensure your applications and clients can make use of the additional threads
e Archive_AutoArchiveFileSize

* Specifies the size of the new primary archive when an automatic archive create shift occurs

* Will be relevant to Windows File System Cache discussion (Stay tuned!)
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Other hardware considerations

Hardware of physical storage
* Lower latency storage has a greater impact on performance queries than having more IOPS

* Avoid complicated storage configurations with physical storage daisy changed in iSCI

Hardware considerations of client machines

* Consider capabilities of client machines

Network considerations

* Latency between client and server machines
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How to efficiently use your
data archive
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High availability

Data archive high availability solution: PI Collective

Secondary data archive is essentially a copy of the primary data archive (we replicate points and point configuration,
security settings, e.g., mappings and trusts, etc.)

* Main use case: minimize downtime

o If the primary data archive has a downtime event, the Pl Analysis service can connect to a secondary

Performance benefits?
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High availability

* Client connection balancing introduced with AF Client 2018

o Client connections will now be automatically distributed to all available collective members, instead of just the primary

o After an HA failover, failback switches the client connection back to the original member
* Can point expensive clients/queries at secondary, while other users connect to primary

* HA may reduce the load on each server, but how else can we improve read performance?
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Windows file system cache

* An OS feature that improves performance for file access
* When afile is read from physical disk, the OS will cache 256 KB sections of the file in memory

* The next time the file is read or written to, the operation will be much faster than the initial access as it will not
have to read from disk

o Recommendation is to have enough RAM to be able to fit three archives into memory; archive file size should be
no larger than a third of the system’s RAM
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Archive read cache

* In addition to the Windows File System Cache, Pl Archive Subsystem leverages its own read cache

* Best use case for the archive read cache is for summary type calculations: you have a source point and are
constantly doing different calculations or doing running totals, so you keep retrieving the same data over and over
for that point

* Relevant tuning parameters:

o Archive_CacheRecordsPerPoint
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Archive reprocessing

* Archive reprocessing is a user-initiated function of archive editing that reorganizes and compacts archive files

* Reprocessing may improve performance of deep queries (long-time-range query for a small number of points)

o Need to set Archive_ReprocessThreadCount tuning parameter to 1 for Pl Data Archive 2018 SP2 and later
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Archive reprocessing

* Other benefits:
o Defragment archive file
o Recover space from deleted points

o Coerce archive data to current PointType

* Caveats:

o Does not improve performance for wide queries (large number of points over small time range)
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Common performance issues
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Backfilling

* One of the most common causes of data archive performance issues is writing out-of-order data

o Causes: analysis recalculation, interface run in history recovery, e.g., Pl to P, RDBMS, UFL

* Symptoms:
o High CPU or memory usage

o Data archive operations are slow or time out

* Tell-tale sign: Pl Message Log shows messages with ID (2016), “Inserting overflow record”
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Backfilling

Seneets POrEEHER @A @ & -
S Pl @ Pl Message Log [E) FIPC Loge | @@ Local Pl Message Log
L Dl ol [ Options
| H ED EE
D Time Program  Message
2016 22-5ep-23 151755568000 piarchss  Inseting overflow record 1535485, Point: 1, anchive start: 1-Aug-23 15:01:55, first event time: 1-Aug-23 23:55:30, record event count: 72, overflow
2016 22-5ep-23 151755568000 piarchss  Insering overflow record 1535484, Point: 1, archive start: 1-Aug-23 15:01:55, first event time: 1-Aug-23 23:55:22 80000, record event court: 72, 0
206 22-5ep-23 151759967000 piarchss  Insering overflow record 1539483, Poirt: 1, archive start: 1-Aug-23 15:071:59, first event time: 1-Aug-23 23:55:15.60001, record event court: 72, o
System Management Tools 206 22-5ep-23 1517559967000 piarchss  Insering overflow record 1539482, Poirt: 1, archive start: 1-Aug-23 15:071:59. first event time: 1-Aug-23 23:55:08 40001, record event court: 72, o
Seardh ,.D| 206 22-5ep-23 151759967000 piarchss  Insering overflow record 1539487, Poirt: 1, archive start: 1-Aug-23 15:01:59. first event time: 1-Aug-23 23:55:01. 20001, record event court: 72, o
Alams 206 22-5ep-23 151759966000 piarchss  Insering overflow record 1539480, Poirt: 1, archive start: 1-Aug-23 15:01:59, first event time: 1-Aug-23 23:58:54, record evert count: 72, overflow
Batch 206 22-5ep-23 151759966000 piarchss  Insering overflow record 1539479, Poirt: 1, archive start: 1-Aug-23 15:01:59. first event time: 1-Aug-23 23:58:46 30000, record event court: 72, o
Data 2016 Z2-5ep-23 151755565000 piarchss  Inseting overflow record 1535478, Point: 1, anchive start: 1-Aug-23 15:01:55, first event time: 1-Aug-23 23:58:35 60001, record event court: 72, o
Interfaces 2016 22-5ep-23 151755565000 piarchss  Insering overdflow record 1535477, Point: 1, archive start: 1-Aug-23 15:01:55, first event time: 1-Aug-23 23:58:32 40001, record event court: 72, 0
IT Paints 206 22-5ep-23 151755964000 piarchss  Insering overflow record 1539476, Poirt: 1, archive start: 1-Aug-23 15:071:59, first event time: 1-Aug-23 23:58:25. 20001, record event count: 72, o
A Opem‘tin::!n 206 22-5ep-23 151755964000 piarchss  Insering overflow record 1539475, Poirt: 1, archive start: 1-Aug-23 15:01:59. first event time: 1-Aug-23 23:58:18. record evert count: 72, overflow
AF U_nk 206 22-5ep-23 151755956000 piarchss  Insering overflow record 1539474, Poirt: 1, archive start: 1-Aug-23 15:01:59, first event time: 1-Aug-23 23:58:10.30000, record event court: 72, o
E;Cc:hhl:zzss 2016 22-5ep-23 151755955000 piarchss  Insering overflow record 1539473, Poirt: 1, archive start: 1-Aug-23 15:01:59, first event time: 1-Aug-23 23:58:03.60001, record event count: 72, o
Licensing 206 22-5ep-23 151759955000 piarchss  Insering overflow record 1539472, Poirt: 1, archive start: 1-Aug-23 15:01:59, first event time: 1-Aug-23 23:57:56 40001, record event court: 72, o
TR e 2016 Z2-5ep-23 151755554000 piarchss  Inseting overflow record 1535471, Point: 1, anchive start: 1-Aug-23 15:01:55, first event time: 1-Aug-23 23:57:45 20001, record event court: 72, o
Module Database 2016 22-5ep-23 151755554000 piarchss  Insering overflow record 1535470, Point: 1, archive start: 1-Aug-23 15:01:55, first event time: 1-Aug-23 23.57:42, record event count: 72, overflow
Network Manager Statistics 206 22-5ep-23 1517555954000 piarchss  Insering overflow record 15394639, Poirt: 1, archive start: 1-Aug-23 15:071:59, first event time: 1-Aug-23 23:57:34 30000, record event court: 72, o
Bl o i ) ) - e i ) e e . i _
Pl Version
Reason Tree Message:

Snapshot and Archive Statistics || |Inserting overflow record 1539485, Pairt: 1, archive start: 1-Aug-23 15:01:59, first event time: 1-Aug-23 23:59:30, record event count: 72, overflow court: 70
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Mitigating the cost of backfilling

* Reduce OOO operations
* Reduce expensive read operations
* Perform global lock operations on off-hours: Tag creation, edits, deletes, etc.

* Reduce use of:
o String tag usage
Blob tag usage
Float64 events
Sub-second timestamps

O O O O

Annotations
* Reduce archive file duration
* Restructure OO0 writes to be in-order with respect to each archive file

* Be mindful of auditing
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Heavy hitters

* Heavy hitter: A client application/user that is performing expensive queries, affecting the overall performance of the
data archive

* Symptoms:
o High CPU or memory usage

o Data archive operations are slow or time out

* The query may involve:
Long time range
Many tags involved

Dense data

o O O O

Data type, e.g., string
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Heavy hitter troubleshooting technigues

1. Check Pl Message Log for relevant messages
2. Take thread dumps to identify long duration RPCs

3. Take Connection ID gathered from steps 1 or 2 to find the offending client connection
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Heavy hitter troubleshooting technigues

Relevant messages in the Pl Message Logs

* Reminder: Read Pl Message Log via Pl System Management Tools > Operation > Message Log, the PI SDK Utility, or
the command line tool pigetmsg

* Relevant messages include:

[-11091] Event collection exceeded the maximum allowed

[-11140] Archive query exceeded maximum execution time (see Archive_ MaxQueryExecutionSec)

[-10767] Client exceeded maximum concurrent queries in RPC thread pool
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Heavy hitter troubleshooting technigues

Relevant messages in the Pl Message Logs

S PO rZsEEB R @ A -
e : 1 G pivessage Log [ PIPC Logs f@ Local Pl Message Log
|| | ] E
i — | [ Opticns
| |
Server n] Time Program  Message
| ol ® Jomn B 2185 22-5ep-23 14:39:13.393000 piarchss  User query failed: Connection 1D: 40, User:® & g ®, User ID: 11, Paint ID: 271935, Type: events, Start: 31-May-23 21:00:00, End: 22-5ep-23 11:37:26. Mode: 64, Status: [-11091] Event collection
- 2134 Z22-5ep-23 143911191000  pisnapss  Postevent failed: [-109] Value at This Time Already ExistzPoint |D: 271944, Connection D 27, User: piadmin, User ID: 1, mode: noreplaceEvent time: 13-Sep-23 16:34:50.30244, value: -2 2092E+
I - 2134 Z2-Sep-23 14:35:11.151000 pisnapss  Postevent failed: [-109] Value at This Time Already ExistsPoint ID: 271942, Connection |D: 27, User: piadmin, User ID: 1, mode: noreplaceEvent time: 13-5ep-23 16:34:50.30244, value: 0.
System Management Tools » 2134 Z2-5ep-23 14:3%:11.191000 pisnapss  Postevent failed: [-109] Value at This Time Already ExistsPoint ID: 271941, Connection |D: 27, User: piadmin, User ID: 1, mode: noreplaceEvent time: 13-Sep-23 16:34:50.30244, value: 0
Seardh ,D| 3 - 2134 Z2-Sep-2314:3%:11.191000 pisnapss  Postevent failed: [-109] Value at This Time Already ExistsPoint ID: 271947, Connection |D: 27, User: piadmin, User I1D: 1, mode: noreplaceEvent time: 13-Sep-23 16:34:50.30244, value: 0
Alams 2134 22-5ep-23 14:3%:11.151000 pisnapss  Postevent failed: [-109] Value at This Time Already ExistsPoint ID: 2715946, Connection |D: 27, User: piadmin, User ID: 1, mode: noreplaceEvent time: 13-Sep-23 16:34:50.30244, value: 0
Batch - 2134 Z2-Sep-2314:3%:11.191000 pisnapss  Postevent failed: [-109] Value at This Time Already ExistsPoint ID: 271940, Connection |D: 27, User: piadmin, User I1D: 1, mode: noreplaceEvent time: 13-Sep-23 16:34:50.30244, value: 0
Data I - 2134 Z2-5ep-23 14:35:11.151000 pisnapss  Postevent failed: [-109] Value at This Time Already ExistsPoint ID: 271539, Connection |D: 27, User: piadmin, User ID: 1, mode: noreplaceEvent time: 13-5ep-23 16:34:50.30244, value: 0
Interfaces = 2134 Z2-S5ep-2314:3%:11.191000 pisnapss  Postevent failed: [-109] Value at This Time Already ExistsPoint ID; 271938, Connection |D:; 27, User: piadmin, User 1D: 1, mode: noreplaceEvent time: 13-Sep-23 16:34:50.30244, value; 0
IT Poirts » 6055  22-Sep-23 14:35:11.031000  pitotal Waming: unable to post some events.
A Opemtiqn " 2134 Z2-S5ep-23 14:35:11.030000 pisnapss  Postevent failed: [F[1520711] Plvalue Type iz Not NumericFoint 1D; 264383, Connection |D: 10, User: piadmin, User ID: 1, mode: replaceEvent time: 22-Sep-23 11:39:10, value: 0.85248
AF Lfnk - 5054 Z2-Sep-23 14:37:25.833000 pibackup Successfully registered subsystem piarchss. version 3.4.445 688
gzcchl'lc‘:liz : ] T075  Z2-Sep-23 143724 828000 pinetmgr  Servertablelist received from 1D 39 piarchss(5924). 3 entrylies): piarchss_subsysquenyl1 piarss211 piarss|
Licensing | _§ » J075  Z2-Sep-23 14:37:24 827000 pinetmgr  Servertablelist received from 1D 39 piarchss(5524). 5 entry(es): piarbatchll piarchss_dbsecurity]l piarchss_subsysquenyll piarss 211 piarss/1
: - 6024  Z2-Sep-23 14:37:24 BZT000 piarchss  Audit Enable Mask: -1Audit file contains 77713 Records
Modile Datahase 6219  Z2-Sep-23 14:37:24 827000 piarchss  Private Rpcservertablelist successfully registered to pinetmar.
Network Manager Statistics ! - 6041 22-Sep-23 14:37:24 B27000 piarchss  Fpeservertablelist successfully registered to pinetmar.
Pl Services L4 D D ' T o
Pl Version
Reason Tree Message:
Snapshet and Archive Statistics IUser query failed: Connection 1D: 40, User: /1 gk, User [D: 11, Point |D: 271935, Type: events, Start: 31-May-23 21:00:00, End: 22-Sep-23 11:37:26, Mode: 64, Status: [-11091] Evert collection exceeded the maxdmum allowedl
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Heavy hitter troubleshooting technigues

Relevant messages in the Pl Message Logs

* Message will include Connection ID, which can be used to identify client

o Pl System Management Tools > Operation > Network Manager Statistics

User query failed: Connection ID: 40, User: <user>, User ID: 11, Point ID: 271935, Type: events,
Start: 31-May-23 21:00:00, End: 22-Sep-23 11:37:26, Mode: 64, Status: [-11091] Event collection
exceeded the maximum allowed

L |
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Heavy hitter troubleshooting technigues

Relevant messages in the Pl Message Logs

Servers (£ @ =3 @
|bE§rm P | Server ID PlPath Mame Peerfddress Q5Uzer
= & 40 C’Program Files\PI\__SMTHost exe(8328)remate  10.0 .~ = e |
= — - 39 C:Program Files'\PI%  piarchss
- — 3% CAProgram Files'PI\  pibufes(2408)remate | E
[~ » 37 CMProgram Files'PI%  pilicmgr{4048)remote N N
| gy [ = 36 CAProgram Files\PI'  Pl=sE
35 CAProgram Files Pl SMTHost.exe(516)remote 'n =i B me
-_— M CMProgram Files'PI'  pibasess(4280)remote =m .
System Management Tools 33  CAProgram Files'PI  RandE
Searah [~ ™ 32 CHMProgram Files'PI  PIFTBInt exe(3556)remaote -
Alams - 31 CMProgram Files'PI%  PIFTBInt exe(3952)remote u
Batch 30 CMProgram Files'Pl%  PIFTBInt exe(3852)remate | -
Data - 25  CAProgram Files'\PI%  PIEFGen exe(3352)remote
Interfaces 28 CMProgram Fles\PI\  PIEFGen exe=(3116)remate ' =
IT Pairts = = 27  CMProgram Files\PIN  QPCpE
~ Operation - 26  CProgram Files“PI  PipeE
AF Link 24 C\Program Files\PI\  PlUpdates.exe{3488)remote
Archives [——— 72 C*Program Files'PI\  piznapes
Backups 21 C:\Program Files\PI\  SMTHost exe
r'jﬂ:::gf Logs B = 20 CProgram Files\PI\  SMTHost exe
Module Database [ = 15 C:Program Files'PI%  piaflink
[Fetwork Manager Statistics] 18 CProgram Files“FI  PlUpdates.exe
— v Amus 17 C4WPrnamm Filea Pl pilnnene svs
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Heavy hitter troubleshooting technigues

Take thread dumps to identify long duration RPCs

Very simplified definition of a thread for our purposes: a worker that executes the tasks given to a program by other
threads or other processes

* Example:

o A ProcessBook display needs to load a trend with data, so it'll send the request to the Pl Archive Subsystem

o Pl Archive Subsystem will assign the specific task - GetArcEvents - to a thread

L |
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Heavy hitter troubleshooting technigues

Take thread dumps to identify long duration RPCs

* We can take thread dumps of a subsystem, which will tell us (amongst other things):

o The active RPC threads, their duration, and the Connection ID of the client

* Command Line: navigate to the PI\adm directory

o cd /d %piserverikadm

* Thread dump command:

o piartool -thread piarchss -info

L |
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Heavy hitter troubleshooting technigues

Take thread dumps to identify long duration RPCs

Output (simplified):

RPC |MaxNumberOfThreads:8|CurrentThreads:8
TID, TimeInQueue, StartTime, Duration, TaskName, ConnectionID, RPC Extras

2544
1432,

5612,
5336,
3520,
2572,

4052,
5528,
2132,

599983,
599454,

599475,
599384,
599459,
599597,

599150,
599955,

19-Sep-23
19-Sep-23
19-Sep-23
19-Sep-23
19-Sep-23
19-Sep-23
19-Sep-23
19-Sep-23

21:
21:
21:
21:
21:
21:
21:
21:

18:
18:

19

19:
19:
20:
20:
20:

27

.44385,
36.
:47.
56.
57.
28.
39.
50.

06366,

08025,
12967,
23048,
11984,

08138,
76207,

143318, plarss
134698, piarss
63682,
54632,
53532,
22642,

11681,

0, p1arss|1|getarcevents, 48,
99, 19-Sep-23 21:20:50.76237, 0O, plarchss subsysquery|1|ThreadControl 81, Action:

piarss
piarss
piarss
piarss
piarss

i

1
1
1
1

1

getarcevents, 46, PointID: 1.
getarcevents, 46, PointID: 1.
getarcevents, 48, PointID:
getarcevents, 48, PointID:
getarcevents, 48, PointID:
getarcevents, 46, PointID:
getarcevents, 46, PointID:
P01ntID 1.

UETNININ

Live.

* Duration is in milliseconds: > 1000 ms (1 second) is generally long

* Use Connection ID of long duration RPC to identify heavy hitter

o Pl System Management Tools > Operation > Network Manager Statistics

© 2023 AVEVA Group Limited and its subsidiaries. All rights reserved.
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Heavy hitter troubleshooting technigues

Take thread dumps to identify long duration RPCs

Servers

|5&am‘1
Collective: PISEV(1
PISAYOT  Primary

[ pisre02  Secondary

System Management Tools

Al

Search

Alarmz

Batch

Data

Interfaces

IT Paints

“ [peration

AF Link,
Archives
Backups
Licensing
Meszzage Logs
Module D atabaze

Metwork bManager Statiztics
Ol C et fimmm

3@ Eon e

Server 1D PlPath M ame Peerbddiess O5Uszer |dentity

FISAY01 48  C:MProgram Files'PI%  PlDataReader. exe(6304): remote ! s u 1 piadmit | piadmins | P orld
FISEY01 46  C:\Program Files'Pl%  PlDataReader. exel6420): remote I n - ) piadmit | piadming | P orld
FISEYOT & C:hProgram FilessFI% - PlDatabwniter. exe5024] remote I u u piadrin | pladming | PR orld
FISRY01 26 C:“Program Files'\PI%  OFCpE = piadmin

FISEY01 25 C:\Program Files\PIs  pilicrar[ 367 2) remote E" Ha, member

FISEWDT 24  C:\Program Files\PIs  PIPESCHD

FISEY01 23  C:\Program Files\PI%  BmpSE piadrmin

FISEY01 22  C:WProgram Files\PIY  RandE piadrmin

FISEY0T 21 C:\Program Files'\PI%  PipeE piadrmin

FISAEY01 20 C:\Program Files'PIl%  pibasess(4012):remote =il n Ha, member

FISEY01 19 C:h\Program Files'Pl%  PlanalysisProcessor exel1324) remote piadrmin

FISEY01 18 C:\Program Files'PI%  pibufss(3124): remote { ol | piadrmin

FISEY0T 17 C:WProgram Files'PIY
FISEY01 16  C:%Program Files'PI%
FISEY01 15  C:WProgram Files'PI%
FISEY01 14 C:\Program Files'PIY
FISRY01 13 C:AProgram Files'PI%
FISRY01 12 C:\Program Files'PI%
FISRY01 11 C:WProgram Files'PIY
FISRY01 10  C:WProgram Files'PI%
FISAWO1 3 C:\Program Files\PIs
FISAWO1 7 C:AProgram FileshPIs

© 2023 AVEVA Group Limited and its subsidiaries. All rights reserved.
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mp_zk.exe
piarchss
pibasess
pizhapss
pizqlss
piaflink,
pitotal
pibatch
pialarm
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Reduce the risk of a heavy hitter

Set tuning parameters:

* ArcMaxCollect

o Can limit the number of compressed events that can be retrieved by a single query for a given client

o Default value: 1.5 million

* Archive_MaxQueryExecutionSec
o Limits how long archive queries can run

o Default value: 260 seconds

L |
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Pl Point creation/deletion

* Creating (or deleting) a Pl Point is a relatively expensive process—Why?

* Three files that store point information are involved:
o Pl Point Table
o Pl Snapshot Table

o Primary archive file

* All three must be updated when a point is created or deleted!

o Entails a global lock

L |
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Pl Point creation/deletion

* Be mindful of bulk point creation:
o Pl Builder
o AF Analyses

* Best to schedule during off-hours

* Can keep eye on Pl Message Log for point creation messages:

I 01-Sep-23 21:50:38 pibasess:Point Table
(6079)

>> Point [Name: <Point name>, ID: <PointID>] - Created by user piadmin (userid: 1, cnxnid: <Connection
ID>)

L |
—
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Expression-based queries

Q: What are expression-based queries?

A: Vision/Datalink /ProcessBook calculations that are executed on the data archive

o Starting with AVEVA™ PI Vision™ 2020, we can perform simple mathematical expressions on Pl Points (or AF Attributes) on
demand

o Includes arithmetic calculations and summary calculations (minimum, maximum, and average) on a per display basis

* When several of these queries are being run at the same time, and CPU usage is high, Archive Subsystem RPC
threads may become bottlenecked

* |If point creations/deletions are being done at the same time, Pl Base Subsystem can be affected as well
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Expression-based queries

e AVEVA PI Vision calculation usage report: Pl Vision Administration website > Reports > Calculation usage information

Mame Description Expression Context Interval DisplayID Display Name Use Count Error Message
LOAD PREVIOUSMOMNTH Average Monthly Load | Taghvg|'LOAD.MWE', '* - 1 mo', '*'}I pireg 227 Pump Display 1
Sinsuoid Doubled Sinsuoid Doubled 'Sinusoid™2 pireg 1s 227 Pump Display 1

* Avoid costly calculations, e.g., a tag average over a long duration, that executes at a high frequency

* For more complex calculations, configure Pl Analyses instead
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Stale tags

* Stale tag: point that has not updated in some time

* Can result in lower performance as we need to navigate through many archives, like when:
o Requesting interpolated events for stale tags

o Deleting the snapshot value for a tag with no historical data (i.e., only “Pt Created”)
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AVEVA™ P| Server 2024

AV=VA

© 2023 AVEVA Group Limited and its subsidiaries. All rights reserved.



AVEVA Pl Server 2024

AVEVA Pl Server 2024 will address several performance bottlenecks

* Driven by customer feedback

Showcasing a few examples of changes forthcoming:

* Improving out-of-order data scenarios
* Improving archive read cache

* Optimizing attempts to write events to read-only archives
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AVEVA Pl Server 2024

Improving out-of-order data scenarios
* Out-of-order data can occur for a variety of reasons

* Out-of-order data can significantly impact Pl data archive performance

Reduces amount of time required to insert larger bursts of out-of-order events due to
* Recalculations performed by Pl Analytics

* Backfilling data via interfaces, connectors and adapters

Impact

* Seen up to 40% improvements for numeric types and up to 90% for strings and blobs

* Your mileage may vary
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AVEVA Pl Server 2024

Improving archive read cache

Significant work to optimize
* Improved query performance

* Performing cache eviction

Improves queries which span larger event counts

Properly handles larger cache sizes

* Performance doesn't degrade with larger caches like previous versions did

L |
—
© 2023 AVEVA Group Limited and its subsidiaries. All rights reserved. [r—



AVEVA Pl Server 2024

Optimizing attempts to write events to read-only archives

* Backfilling from older systems

* Pl Analytics performing recalculations on older data

Attempting to write 10M events to read only archives

90 seconds 16 seconds
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Questions? Please remember to...

Navigate to this se

Please wait for the microphone.

State your name and company. app

Thank you!

—
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This presentation may include predictions, estimates, intentions, beliefs and other statements that
are or may be construed as being forward-looking. While these forward-looking statements
represent our current judgment on what the future holds, they are subject to risks and uncertainties
that could result in actual outcomes differing materially from those projected in these statements.
No statement contained herein constitutes a commitment by AVEVA to perform any particular action
or to deliver any particular product or product features. Readers are cautioned not to place undue
reliance on these forward-looking statements, which reflect our opinions only as of the date of this
presentation.

The Company shall not be obliged to disclose any revision to these forward-looking statements to
reflect events or circumstances occurring after the date on which they are made or to reflect the
occurrence of future events.

2023 AVEVA Group Limited and its subsidiaries. All rights reserved.

AV=VA



@ linkedin.com/company/aveva
O @avevagroup

ABOUT AVEVA

AVEVA is a world leader in industrial software, providing engineering and operational solutions across multiple industries,
including oil and gas, chemical, pharmaceutical, power and utilities, marine, renewables, and food and beverage. Our
agnostic and open architecture helps organizations design, build, operate, maintain and optimize the complete lifecycle
of complex industrial assets, from production plants and offshore platforms to manufactured consumer goods.

Over 20,000 enterprises in over 100 countries rely on AVEVA to help them deliver life’s essentials: safe and reliable
energy, food, medicines, infrastructure and more. By connecting people with trusted information and Al-enriched
insights, AVEVA enables teams to engineer efficiently and optimize operations, driving growth and sustainability.

Named as one of the world’s most innovative companies, AVEVA supports customers with open solutions and the
expertise of more than 6,400 employees, 5,000 partners and 5,700 certified developers. The company is headquartered
in Cambridge, UK.

Learn more at www.aveva.com
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